
CSE 312: Foundations of Computing II Spring 2022

Quiz Section 3 – Solutions
Review

1) Conditional Probability. P rB | As “

2) Independent Events. Two events A,B are independent if P rA X Bs “ .

If P rAs ‰ 0, this is equivalent to P rB | As “ .

If P rBs ‰ 0, this is equivalent to P rA | Bs “ .

3) Partition. Nonempty events E1, . . . , En partition the sample space Ω iff

(1) , (2)

4) Bayes Rule. For any events A and B, P rA|Bs “ .

5) Chain Rule: Suppose A1, ...,An are events. Then,

P rA1 X ... X Ans “

6) Law of Total Probability (LTP): Suppose E1, . . . , En is a partition of Ω and let B be any event. Then

P rBs “
řn

i“1 P rB X Eis “

7) Bayes Theorem with LTP: E1, . . . , En is a partition of Ω and let B be any event. Then

P rE1 | Bs “ řn
i“1

.

8) Probability Mass. For every random variable X, we have
ř

xPΩpXq P rX “ xs “ .

9) Expectation. E rXs “ .

Task 1 – Naive Bayes

Most of Section 3 will be an introduction to an application of Bayes’ Theorem called the Naive Bayes Classifier.

Task 2 – Flipping Coins

We consider two independent tosses of the same coin. The coin is “heads” one quarter of the time.

a) What is the probability that the second toss is “heads” given that the first toss is “tails”?

Consider the probability space with sample space Ω “ tHH,TT,HT, THu. Because heads come
1{4 of the time, and tails 3{4, we have P rHHs “ 1{4 ˆ 1{4 “ 1{16, P rHT s “ P rTHs “

3{4 ˆ 1{4 “ 3{16 and finally P rTT s “ 9{16.

Then, let A be the event that the first coin is tails, and let B be the event that the second coin is
heads. Then,

P rB|As “
P rA X Bs

P rAs
.

Note that A “ tTT, THu and B “ tHH,THu, and thus

P rAs “ P rTT s ` P rTHs “ 9{16 ` 3{16 “ 12{16 “ 3{4

P rA X Bs “ P rTHs “ 3{16 .

Therefore, P rB|As “ p3{16q{p3{4q “ 1{4.

It is important to realize that this exactly what we would have expected – indeed, we model the
coins to be independent.
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b) What is the probability that the second toss is “heads” given that at least one of the tosses is “tails”?

Here, B is as as in a). We define C “ tTH, TT, TT u, and we want P rB|Cs. Note that

P rCs “ 1 ´ P rHHs “ 15{16

P rB X Cs “ P rTHs “ 3{16 .

Therefore,

P rB | Cs “
P rA X Cs

P rCs
“

3{16

15{16
“

3

15
“

1

5
.

c) In the probability space of this task, give an example of two events that are disjoint but not independent.

E1 “ tTT u and E2 “ tHHu are disjoint, but not independent. Indeed, P rE1 X E2s “ P rHs “ 0,
but each event occurs with positive probability, and so P rE1s ¨ P rE2s ą 0.

d) In the probability space of this task, give an example of two events that are independent but not disjoint.

E1 “ tTH,HHu and E2 “ tTH, TT u are not disjoint, but are independent.

Task 3 – Balls from an Urn – Take 2

Say an urn contains three red balls and four blue balls. Imagine we draw three balls without replacement. (You
can assume every ball is uniformly selected among those remaining in the urn.)

a) What is the probability that all three balls are all of the same color?

The experiment is modeled with Ω “ r, b3. Probabilities are assigned as we have seen in class, by
assuming every draw is uniform among the remaining balls. Then, note that P rrrrs “ 3{7¨2{6¨1{5 “

1{35 and P rbbbs “ 4{7 ¨ 3{6 ¨ 2{5 “ 4{35. Therefore, the probability that they all have the same
color is 1{35 ` 4{35 “ 1{7.

b) What is the probability that we get more than one red ball given the first ball is red?

Let R be the event that the first ball is red. It is not hard to see that P rRs “ 3
7 . (This can be

computed more explicitly.) We also consider the event M that we have more than one red ball.
Let M be the event that more than one ball is red. We need to now compute the probability
P rM X Rs, but note that by the law of total probability

P rM X Rs “ P rRs ´ P rMc X Rs “ 3{7 ´ P rMc X Rs .

Note that Mc X R is the event that the first ball is red, and both remaining balls are blue. In
particular,

P rMc X Rs “
3

7
¨
4

6
¨
3

5
“

6

35
.

Thus, P rM X Rs “ 3{7 ´ 6{35 “ 9{35, and

P rM|Rs “
P rM X Rs

P rRs
“

9{35

3{7
“

3

5
.

Task 4 – Game Show
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Corrupted by their power, the judges running the popular game show America’s Next Top Mathematician have
been taking bribes from many of the contestants. During each of two episodes, a given contestant is either allowed
to stay on the show or is kicked off. If the contestant has been bribing the judges, they will be allowed to stay
with probability 1. If the contestant has not been bribing the judges, they will be allowed to stay with probability
1/3, independent of what happens in earlier episodes. Suppose that 1/4 of the contestants have been bribing the
judges. The same contestants bribe the judges in both rounds.

a) If you pick a random contestant, what is the probability that they are allowed to stay during the first episode?

Let Si be the event they she stayed during the i-th episode. By the Law of Total Probability
conditioning on whether the contestant bribed the judges we get,

PpS1q “ PpBribeq PpS1 | Bribeq ` PpNo bribeq PpS1 | No bribeq “
1

4
¨ 1 `

3

4
¨
1

3
“

1

2

b) If you pick a random contestant, what is the probability they are allowed to stay during both episodes?

Let Si be defined as before. Staying during both episodes is equivalent to the contestant staying
in episodes 1 and 2, so the event S1 X S2. By the Law of Total Probability, we get:

PpS1 X S2q “ PpBribeq PpS1 X S2 | Bribeq ` PpNo bribeq PpS1 X S2 | No bribeq (1)

We know a contestant is guaranteed to stay on the show, given that they are bribing the judges,
hence:

PpS1 X S2 | Bribeq “ 1

On the other hand, if they have not been bribing judges, then the probability they stay on the show
is 1{3, independent of what happens on earlier episodes. By conditional independence, we have:

PrpS1 X S2 | No bribeq “ PrpS1 | No bribeqPrpS2 | No bribeq “
1

3
¨
1

3

Plugging our results above into equation (1) gives us:

PpS1 X S2q “
1

4
¨ 1 `

3

4
¨
1

3
¨
1

3
“

1

3

c) If you pick a random contestant who was allowed to stay during the first episode, what is the probability that
they get kicked off during the second episode?

By the definition of conditional probability and the Law of Total Probability,

PpS2 | S1q “
PpS1 X S2q

PpS1q
“

PpS1 X S2 | BribeqPpBribeq ` PpS1 X S2 | No bribeqPpNo bribeq

PpS1q

We have already computed P pS1q in part (a). We compute the numerator term by term. Given
that a contestant is bribing the judges, they are guaranteed to stay on the show. As such:

PpS1 X S2 | Bribeq “ PpS1 | Bribeq ¨ PpS2 | Bribeq “ 1 ¨ 0 “ 0

On the other hand, if they have not been bribing judges, the probability they leave the show is 2{3
(by complementing). We can then write:

PpS1 X S2 | No bribeq “ PpS1 | No bribeq ¨ PpS2 | No bribeq “
1

3
¨
2

3

We can now evaluate our initial expression:

PpS2 | S1q “
0 ¨ 1

4 ` 1
3 ¨ 2

3 ¨ 3
4

1
2

“
1{6

1{2
“

1

3
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d) If you pick a random contestant who was allowed to stay during the first episode, what is the probability that
they were bribing the judges?

Let B be the event that they bribed the judges. By Bayes’ Theorem,

PpB | S1q “
PpS1 | BqPpBq

PpS1q
“

1 ¨ 1
4

1
2

“
1

2

Task 5 – Coins

There are three coins, C1, C2, and C3. The probability of “heads” is 1 for C1, 0 for C2, and p for C3. A coin is
picked among these three uniformly at random, and then flipped a certain number of times.

a) What is the probability that the first n flips are tails?

We have

1{3 ¨ 0 ` 1{3 ¨ 1 ` 1{3 ¨ p1 ´ pqn “
1

3
`

1

3
p1 ´ pqn .

b) Given that the first n flips were tails, what is the probability that C1 was flipped / C2 was flipped / C3 was
flipped?

We use Bayes Rule, and obtain

P rC1 | n tailss “
1{3 ¨ 0

1{3 ` 1{3p1 ´ pqn
“ 0

P rC2 | n tailss “
1{3 ¨ 1

1{3 ` 1{3p1 ´ pqn
“

1

1 ` p1 ´ pqn

P rC3 | n tailss “
1{3 ¨ p1 ´ pqn

1{3 ` 1{3p1 ´ pqn
“

p1 ´ pqn

1 ` p1 ´ pqn

Task 6 – Parallel Systems

A parallel system functions whenever at least one of its components works. Consider a parallel system of n
components and suppose that each component works with probability p independently.

a) What is the probability the system is functioning?

Let Ci be the event component i is working, and F be the event that the system is functioning.

For the system to function, it is sufficient for any component to be working. This means that the
only case in which the system does not function is when none of the components work. We can
then use complementing to compute PpF q, knowing that PpCiq “ p. We get:

PpF q “ 1´PpFCq “ 1´Pp

n
č

i“1

CC
i q “ 1´

n
ź

i“1

PpCC
i q “ 1´

n
ź

i“1

p1 ´ PpCiqq “ 1´

n
ź

i“1

p1 ´ pq “ 1 ´ p1 ´ pqn

Note that Pp
Şn

i“1 C
C
i q “

śn
i“1 PpCC

i q due to independence of Ci (components working independently
of each other). Note also that

śn
i“1 a “ an for any constant a.

b) If the system is functioning, what is the probability that component 1 is working?
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We know that for the system to function only one component needs to be working, so for all i, we
have PpF | Ciq “ 1. Using Bayes Theorem, we get:

PpC1|F q “
PpF |C1qPpC1q

PpF q
“

1 ¨ p

1 ´ p1 ´ pqn
“

p

1 ´ p1 ´ pqn

c) If the system is functioning and component 2 is working, what is the probability that component 1 is working?

PpC1|C2, F q “ PpC1|C2q “ PpC1q “ p

where the first equality holds because knowing C2 and F is just as good as knowing C2 (since
if C2 happens, F does too), and the second equality holds because the components working are
independent of each other.

More formally, we can use the definition of conditional probability along with a careful application
of the chain rule to get the same result. We start with the following expression:

PpC1 | C2, F q “
PpC1, C2, F q

PpC2, F q
“

PpF | C1, C2q ¨ P pC1 | C2qPpC2q

PpF | C2q ¨ PpC2q

We note that the system is guaranteed to work if any one component is working, so PpF | C1, C2q “

PpF |C2q “ 1. We also note that components work independently of each other, hence PpC1|C2q “

PpC1q. With that in mind, we can rewrite our expression so that:

PpC1 | C2, F q “
1 ¨ PpC1q ¨ PpC2q

1 ¨ PpC2q
“ PpC1q “ p

Task 7 – Random Variables

Assume that we roll a fair 3-sided die three times. Here, the sides have values 1, 2, 3.

a) Describe the PMF of the random variable X giving the sum of the first two rolls.

We have P rX “ 2s “ 1{9, P rX “ 3s “ 2{9, P rX “ 4s “ 3{9, P rX “ 5s “ 2{9, and P rX “ 6s “

1{9.

b) Give the expectation E rXs.

We give a direct proof here, and note that

E rXs “ 1{9 ¨ p2 ` 6q ` 2{9 ¨ p3 ` 5q ` 3{9 ¨ 4 “ p8 ` 16 ` 12q{9 “ 4 .

c) Compute P rX ą 3s.

P rX ą 3s “ 3{9 ` 2{9 ` 1{9 “ 6{9 “ 2{3.

d) Let Y be the random variable describing the sum of the three rolls. Compute P rX “ 5 | Y “ 7s.

First, P rX “ 5 | Y “ 7s “ P rX “ 5, Y “ 7s {P rY “ 7s. Then, P rX “ 5, Y “ 7s “ 2{27, whereas

P rY “ 7s “ 3{27 ` 2{27 ` 1{27 “ 2{9 .
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