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[Tags: Joint PMFs, Marginal PMFs, Expectation] 

1. Suppose we flip a fair coin three times independently. Let 𝑋 be the number of heads in the first two 

flips, and 𝑌 be the number of heads in the last two flips (there is overlap). 

a. What distribution do 𝑋 and 𝑌 have marginally, and what are their ranges? 

b. What is 𝑝𝑋,𝑌(𝑥, 𝑦)? Hint: Fill in the margins first representing the marginal distributions! 

c. What is Ω𝑋,𝑌? 

d. Write a formula for 𝐸[cos(𝑋𝑌)]. 

e. Are 𝑋 and 𝑌 independent? 
 
 
[Tags: Joint PMFs, Marginal PMFs, Expectation] 

2. Let 𝑋 be the roll of a fair 3-sided die. We then flip a fair coin 𝑋 times independently; let 𝑌 be the 
number of heads. 

a. What are Ω𝑋 and Ω𝑌? What is Ω𝑋,𝑌? What is 𝑋’s marginal distribution? 

b. What is 𝑝𝑋,𝑌(𝑥, 𝑦)? Hint: Fill in the margins for 𝑋! 

c. What is 𝑝𝑌(𝑦)? 

d. Write a formula for 𝐸 [
𝑋

𝑌2+1
]. 

e. Are 𝑋 and 𝑌 independent? 


