CSE 312
Foundations of Computing Il

Lecture 24: Markov Chains



So far: probability for “single-shot” processes
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More generally: randomness can enter over many steps and
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What happens when | start working on 312...
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312 work habits +

How do we interpret this diagram? This kind of

random process
is called a

Markov Chain

At each time step ¢

— | can be in one of 3 states

* Work, Surf, Email

— If | am in some state s at tim@

* the labels of out-edges of s give the probabilities of my moving
to each of the states at time ¢t + 1 (as well as staying the same)
— so labels on out-edges sum to 1

e.g. If I am in Email, there is a 50-50 chance | will be in each of Work or Email at

the next time step, but | will never be in state Surf in the next step.
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Many interesting questions about Markov Chains

1. What is the probability that | am in state s at time 12

2. What is the probability that | am in state s at time 2?

Define variableé((t) o be state | am in at time ¢

Given: In state Work attimet = 0

R
t /| 1 2
P(X® =work) | (1)| 0.4
(t) —
P(X® = surf) 0 | 0.6
P(X® = Email) 0 0




Many interesting questions about Markov Chains

1. What is the probability that | am in state s at time 12

2. What is the probability that | am in state s at time 2?

Define variable X®) to be state | am in at time ¢

' &{) () o. |
Given: Instate Work attimet =0 & @ ‘ 1
1 }) = ]

— s LWl
‘ 0 ]| 1 ] pytw]- Pl¥ WX — T
4 = PX©O=work) | 1 [(0.4)]=0.4-04+06. 0{016+006=0.22
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=04-04+0.6-03=0+0.18=0.18
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qs —P(X(t)—Surf) 0 @_04 244 0.36 = 0.60
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qét) = px® = Email) 0




An organized way to understand the distribution of X(®)

(&) (¢

Write as a tuple (q,gﬁ), ds ', qg )) a.k.a. arow vector:

t t t
[qév), CI§ ) qé ]

0 | 1 2

@M@? =mora 1 | 04 =04-0440.6-01=016+0.06 = 0.22
¢® = p(x® = surf) \ 0 | 06 =0.4-06+0.6-0.6=024+036=0.60
g = P(X© = Email) | © 0 |=04-0+0.6-03=0+018=0.18

—
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o~
An organized way %ﬁd\e/rﬁand the distribution of (&) -

wW— IR & [ (1477 fgﬂ) &4
4y 957 a5, - = Ltw G 7s

'fg;_ o5l 1s]

Write as a “transition probability matrix” M
* onerow/col per state. Row=now, Col=next

e eachrowsumsto1l
—_——— —

¢ 0 1 2
g\ = P(X® = work) 1 | 04 =0.4-04+0.6-0.1=0.16+ 0.06 = 0.22

¢ = p(x® = surf) 0 | 0.6 =0.4-0.6+0.6-0.6 =024+ 0.36 = 0.60

g = p(x® = Email) | 0 0 |=04-0+0.6-03=0+018=0.18
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An organized way to understand the distribution of X (t)

M

la,a, qP] 104 06 07 =[qtY, g, ¢l
0.1 06 03
05 0 05

W -04 ¢?=04.-04+06-01=0.16+0.06=0.22
¢P=06 P =0.4-06+0.6-06=024+036=0.60
57 =0 ¢? =040 +0.6-03=0 +0.18=0.18
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An organized way to understand the distribution of X (t)

[0, 4, af @ (@ )
m 25" B L]
(t) [ (t) W] / ® (t+1)

Vector-matrix q(t) 0.6 + qgt) 0.6 + q(t) 0 :
multiplication

qéﬁ) 0 +q() 03+q(t) 05-q(t+1)

¢ =04 ¢?=04-04+06-01=016+0.06=0.22
¢P=06 P =0.4-06+0.6-06=024+036=0.60
q5” =0 ¢®=04-0 +0.6-03=0 +0.18=0.18
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An organized way to understand the distribution of X (t)

_ [qéﬁﬁ), q§t+1), CII(stH)]

0.1 06 0.3

M
[%ﬁﬁ), q§t),q,§”] [0-4 06 0
05 0 0.5

g2 04+qP-014qP . 05= gl

Vect(.)r-.mat.rix Chgﬁ) 0.6 + qgt) 0.6 + qét) 0 = q§t+1)
multiplication o © o i)
t +
qy -0 +q¢”°-03+q;" -0.5 = qg

VV"it= [0y, as”, a5’] Thenforallt > 0, g+ = g®OMm

q@ =qM = (q"MM = q'M?

— — o

-
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By induction ... we can derive

M
04 06 O
[0.1 0.6 0.3]
0.5 0 05

g = qOMt forallt >0
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Another example:

Suppose that ¢(?) = lqéo),qg))] = [0,@

~ ‘q L
Wehave M = [Fe—0c] o0} M

e : o] 2%

. Poll: pollev.com/rachel312 Cor 1] o o
‘Whatis q® ?

a. [03,0.7] ?

i i 7-) el

. . . [9v§ u-S]

< [0.7,0.3] & & . o.t

d. [0.5,0.5] -
e. [0.4,0.6] |
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Many interesting questions about Markov Chains

1. What is the probability that | am in state s at time 12
2. What is the probability that | am in state s at time 2?

3. What is the probability that | am in state s at some
time t far in the future?

Given: In state Work attimet = 0

g =qOMt forallt >0

What does M" look like for really big t ?
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Mt as t grows

W S E

W [.2940 .4413
S | .2942

4411
.2942

2648
2648
2648

g = qOMt forall t >

2 3
M w S FE M W S E

4413
W Jf .2¢
S|l .

M
04 06 O W (22 6 .18 W (.238 .492 .270
0.1 0.6 0.3 S |.25 42 33 S | 307 .402 .291
05 0 05 E \45 3 .25 E \.335 .450 .215
30
g W S E
W (.29411764705 44117647059 26470588235
S | 20411764706 44117647058 26470588235
E \.29411764706 44117647059 .26470588235
S E :
Bwhat does th
264705882352941
264705882352941 ['Sa%lochMttﬂt)’
264705882352941 o, 1 o) M 7
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What does this say about g(©) = q(O Mt ?

* Note il:at no matter what probability distribution g'® is ...

%””; q©)M" is just a weighted average of the rows of M*

* If every row of Mt&vere exactly the same ... that would
mean that g(®) M would be equal to the common row

—So g wouldn’t depend on g%

* The rows aren’t exactly the same but they are very close
— S0 q'%) barely depends on q'?) after very few steps
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Observation ;‘H" + i

N\ - |
If gtV o/ q(“)then it will never change again!

t«CL H/ (g) S ?j /‘/1 - 2(‘

Called a stationary distribution and has a special name

T = (T[Wi Its, T[E)

Solution ta'm) = (M

19



Solving for Stationary Distribution

4 6 0
M = (.1 .6 .3)
S5 0 5

Stationgry Distribution satisfies
-Q’ T = @vhere T = (Ty, TTg, g )
* Oy TAstmp =1
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Ast —» oo, q¥) > m no matter

(
i A\

ﬂE:_

34 34

what distribution q(® is !!
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Markov Chains in general

* Asetofnstates{1,2,3,.. n} )

The state at time ¢ is denoted b@

A transition matrix M, dimension nxX n /
@: P(XTD = j | x® =)

O t) where ql.(t):P(X(t) — i

—M SOEI_(_Q':giO-)

* A stationary distribution 7 is the solution to:
2m =2g M, normalized so that Z;¢;,yr; = 1

g

- QE):(Q
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The Fundamental Theorem of Markov Chains

Theorem. A arkov chain that is
« irreducible” and O
* aperiod % z M

has a unigue stationary distribution 7.
Moreover,ast » o, forall i, j, |M;;= ;

“These concepts are way beyond us but they turn out to cover a very large class of
Markov chains of practical importance.
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