
CSE 312

Foundations of Computing II
Lecture 18: CLT & Polling
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My office hours this
weekend will be

on Sunday from 4 5pm

instead g Saturday



Review The Normal Distribution
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Definition. A Gaussian (or normal) random variable with 
parameters ! ∈ ℝ and $! ≥ 0	has density

 (" ) = #
!$% +

& !"# $
$%$

We say that ! follows the Normal Distribution, and write ! ∼ #(%, '!). 

Carl Friedrich 
Gauss

#(0, 1). No closed form expression for CDF…



Review The Normal Distribution.              ! ∼ #(%, '!) 
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Definition. A Gaussian (or normal) random variable ,	with 
parameters ! ∈ ℝ and $ ≥ 0	has density

 (" ) = #
!$% +

& !"# $
$%$

Carl Friedrich 
Gauss

Fact. If ! ∼ # %, '! , then )[!] = %, and Var ! = '!

Proof of expectation is easy because density curve is symmetric around %,
                    +" % − - = +"(% + -), but proof for variance requires integration of 0#$!/!



Review
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Standard (unit) normal = - 0, 1

CDF. Φ 1 = 2 3 ≤ 1 = #
!$ ∫&'

( +&)$/!d)	 for 3 ∼ - 0, 1  

Note: Φ 2 	has no closed form – generally given via tables 



Review Table of 0(1) CDF of Standard Normal 
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4 5 ≤ 0.98 = Φ 0.98 ≈ 0.8365

4 5 > ? 	 ≤ 0.01	?
For what ? is 

P 2 a 0.99

a 2.33
P 2cal 0 99



Review Table of 0(1) CDF of Standard Normal 
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4 5 ≤ 0.98 = Φ 0.98 ≈ 0.8365

4 5 ≥ ? 	 ≤ 0.01	?
For what ? is 

For any ? ≥ 2.33	
4 5 > ? 	 ≤ 0.01.



Review Properties of normal distributions

• Normal distributions stay normal under shifting and scaling.

• To “standardize” a normal random variable , ∼ - !, $! , you 
subtract the mean and divide by the standard deviation, i.e.,

"	&,
% ∼ -(0, 1)

• This allows you to use the standard normal tables (showing Φ 1 =
2 3 ≤ 1 	 for 3 ∼ - 0, 1 ) to do calculations for any normal 
distribution.
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Review Analyzing non-standard normal in terms of !(0, 1)
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If ! ∼ # $, &! , then  "	$%& ∼ #(0, 1)

Therefore, 

+" , = . ! ≤ , = . ! − $
& ≤ , − $

& = Φ , − $
&



Example
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Let , ∼ - 0, 1 .  

2 , − ! < <$ = 2 , − !
$ < < =

= 2 −< < , − !
$ < < = Φ < − Φ(−<)

e.g. C = 1:   68%
       C = 2:   95% 
	 C = 3:   99%  

inI
I



Review closure under addition

Fact. If , ∼ - !" , $"! , Y ∼ - !- , $-!  (both independent normal RV) 
then a, + @A + B ∼ - C!" + @!- + B, C!$"! + @!$-!



Agenda

• Central Limit Theorem (CLT)
• Polling

14



Normal Distributions EVERYWHERE – why?
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Neuron Activity

S&P 500 Returns after Elections

Vegetables

Examples from: 
https://galtonboard.com/probabilityexamplesinlife



Sums of i.i.d. RVs look normal!
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,#, … , ,. i.i.d. with expectation ! and variance $!

i.i.d. = independent and identically distributed

Consider E. = ,# +⋯+ ,.

Empirical observation:
               2'  looks like a normal RV as 3	grows. 



Central Limit Theorem
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,#, … , ,. i.i.d., each with expectation ! and variance $!

Define E. = ,# +⋯+ ,. , A. =
E. − G!
$ G

Then distribution of  5' = (!$'%
& '     converges to that of a 

normal distribution with mean 0 and variance 1 as 3 → ∞.

&[(!] =

Var((!) =

&[0"] + ⋯+ &[0!] = 34

Var 2! +⋯+ Var 2" = 35#



Central Limit Theorem
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Theorem. (Central Limit Theorem) The CDF of A. converges to the 
CDF of the standard normal -(0,1), i.e.,

lim.→'2 A. ≤ K = 1
2MN&'

6
+&)$/!d)

A. =
,# +⋯+ ,. − G!

$ G



Summary Central Limit Theorem
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,#, … , ,. i.i.d., each with expectation ! and variance $!

Define O7 = P8 +⋯+ P7 and   QP = 8
7∑9:8

7 P9.	 and T7 =
O7 − UV
W U

mean

variance

CLT:

EfaX aE X

Vanfax a2Va X

I ÉÉ
1 2

valxhfhE.fi f f

NAM
no



CLT application

• You buy lightbulbs that burn out according to an exponential 
distribution with parameter X = 1.8	lightbulbs per year. 

• You buy a pack of 10 (independent) light bulbs. What is the 
probability that your 10-pack lasts at least 5 years? 

23

th



CLT application

• You buy lightbulbs that burn out according to an exponential 
distribution with parameter ! = 1.8	lightbulbs per year. 

• You buy a pack of 10 (independent) light bulbs. What is the 
probability that your 10-pack lasts at least 5 years? 
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i time for ith bulb to burn out

Xi's are indep Xin exp 1 8 EX Vanxi 82

P X s PC
0.32

F P 27 0.32

1 It 0.32 10.32

0.62552



Table of Standard Cumulative Normal Density
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Outline of CLT steps

• Write the event you are interested in, in terms of a sum of 
i.i.d. random variables.

• Normalize RV to have mean 0 and standard deviation 1.
• Write event in terms of Φ, the CDF of a # 0,1 .
• Look up in table.
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• Write the event you are interested in, in terms of a sum of 
i.i.d. random variables.

• Apply continuity correction if RVs are discrete (see 
yesterday’s section and Tsun Section 5.7.4)

• Normalize RV to have mean 0 and standard deviation 1.
• Write event in terms of Φ, the CDF of a # 0,1 .
• Look up in table.
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Outline of CLT steps – extra step if random variables are discrete.



Agenda

• Central Limit Theorem (CLT) 
• Polling
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Magic Mushrooms

Suppose there will soon be a vote on whether to legalize the therapeutic 
use of “magic mushrooms” and we want to conduct a poll to try to predict 
what will happen.

Poll to determine the fraction )	of the population expected to vote in 
favor.
• Call up a random sample of * people to ask their opinion
• Report the empirical fraction

Questions
• Is this a good estimate?
• How to choose *?
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Polling Accuracy

Often see claims that say

 “Our poll found 80% support. This poll is accurate to within    
5% with 98% probability*”

Will unpack what this means and how they sample enough 
people to know this is true.
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* When it is 95% this is sometimes written as “19 times out of 20”



Formalizing Polls
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Polling Procedure 
for Z = 1, … , G	:
    1. Pick uniformly random person to call (prob: 1/\)
    2. Ask them how they will vote

,; = ]1, 	 voting	in	favor
0, 	 otherwise

Report our estimate of i:	 k, = #
.∑;:#

. ,;

Population size D, true fraction of voting in favor E, sample size F.
 Problem: We don’t know E, want to estimate it

O



Formalizing Polls

31

Polling Procedure 
for Z = 1, … , G	:
    1. Pick uniformly random person to call (prob: 1/\)
    2. Ask them how they will vote

,; = ]1, 	 voting	in	favor
0, 	 otherwise

Report our estimate of i:	 k, = #
.∑;:#

. ,;

Population size D, true fraction of 
voting in favor E, sample size F.
 Problem: We don’t know E

Poll: 
Type	 K[!6]	 Var(!6)

a.  Bernoulli     E	 E(1 − E)
b.  Bernoulli        E	 E!
c.  Geometric     E	 7#8

8!
d.  Binomial        nE	 FE(1 − E)

What type of r.v. is !"?

me



Random Variables

What type of r.v. is !"?

What about  6! = #
$∑"%#

$ !"?
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Type	 K[!6]	 Var(!6)
       Bernoulli     E	 E(1 − E)

Poll:
       K[ Q!]	 Var( Q!)
a.  FE	 FE(1 − E)
b.  E	 E(1 − E)
c.  E	 E 1 − E /F
d.  E/F	 E(1 − E)/F



Central Limit Theorem

With i.i.d random variables !#, !!, … , !$  where
)[!"] = %	and Var !" = '!

As : → ∞,

! = 1
:=
"%#

$
!" → # >, >(1 − >):

33

variance

9

It



Roadmap: Bounding Error

Goal: Find the value of : such that 98% of the time, the 
estimate 6! is within 5% of the true > 

34

10 E E + 0.05E − 0.05

Get good estimate if , lands in this region

How does the value of G  play a role? 

1

withpreb0.98



Roadmap: Bounding Error

Goal: Find the value of : such that 98% of the time, the 
estimate 6! is within 5% of the true > 

35

10 E E + 0.05E − 0.05

Get good estimate if , lands in this region

,

Question: for what G  is 2 , − i > 0.05 ≤ 0.02

FXandsin yellow

Nlp
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Question: for what G  is 2 , − i > 0.05 ≤ 0.02

Prf x ̅ p s aos P x ̅ p 0.05

2P X p
0.05

P x ̅ psoas PC

2P Zsa 0.02

P 2 0 0.01 true of a 2.33



Recall!!
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4 5 > ? 	 ≤ 0.01	?
Equivalently

4 5 ≤ ? 	 ≥ 0.99	?

For what ? is 

For any ? ≥ 2.33	
4 5 > ? 	 ≤ 0.01.

y

a
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graph 4pA p
2 33

h72.3
g I

p
as long as

in 2 Tang
petal



Recap

Goal: Find the value of : such that 98% of the time, the 
estimate 6! is within 5% of the true > 

1. Define question. For what : is

2. Apply CLT: By CLT  ! → # %, '! 	 where % = > and '! =
>(1 − >)/:

3. Convert to a standard normal.   Specifically, define A =
&'(
) = &'*

) .   Then, by the CLT A → # 0, 1
4. Solve for : 39

2 , − i > 0.05 ≤ 0.02

10 E E + 0.05E − 0.05,



In more detail
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1. The question: for what G is 2 , − i > 0.05 ≤ 0.02    

2. By CLT  , → - !, $! 	 where ! = i and $! = i(1 − i)/G

3.	 2 , − i > 0.05 = 2 , − i > 0.05  + 2 , − i < −0.05

4.	 2 , − i > 0.05 ≤ 0.02 equivalent to 2 , − i > 0.05  ≤ 0.01 

5.	Equivalent to 2 o"&<
&(("&)

*
> o=.=?

&(("&)
*

 ≤ 0.01 

6.	Equivalent to 2 3 > =.=?
<(#&<)/ .  ≤ 0.01 

10 E E + 0.05E − 0.05,



Recall!!

41

4 5 > ? 	 ≤ 0.01	?
For what ? is 

For any ? ≥ 2.33	
4 5 > ? 	 ≤ 0.01.



So we know that if +.+-
*(#'*)/ $ ≥ 2.33	

Then E A > +.+-
*(#'*)/ $ 	 ≤ 0.01.

So just need to solve this:	 : ≥ !.11 *(#'*)
+.+-

Since we don’t know >, we will just take : so it works for all >. 
RHS is largest with > = 0.5. So we take 

: ≥ !.11⋅+.-
+.+-     or  G ≥ 23.3	

Then G ≥ 543 ≥ 23.3 ! would be good enough. 42
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• Since only have 3 → - 0, 1  so there is some loss due to 
approximation error.

• So should increase G a bit more to be safe.



Zooming back out: we found an approximate``confidence interval”

We are trying to estimate some parameter (e.g. >). We output 
an estimator ! such that  2 , − i > r ≤ s	for some r, s .

• Often found using CLT

• We say that we are 1 − s *100% confident that the result of our poll 
(,) is an accurate estimate of i	 to within r*100% percent.

• In our example, r = 0.05, s = 0.02 .
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Idealized Polling

So far, we have been discussing “idealized polling”. Real life is 
normally not so nice L 

Assumed we can sample people uniformly at random, not really 
possible in practice
– Not everyone responds
– Response rates might differ in different groups
– Will people respond truthfully?

Makes polling in real life much more complex than this idealized 
model!
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