CSE 312
Foundations of Computing Il

Lecture 9: Linearity of expectation, LOTUS and
variance
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Random Variables

Definition. A random variable (RV) for a probability space
(), P)is afunction X: () — R.

The set of values that X can take onis its range/support: X&) jo

X =x}=1w €| X(w) = x;}

t = —

Random variables partition
the sample space.

szM)P(X —x)=1 0




PMF and CDF

Definitions:

Fora RV X: () — R, the probability mass function (pmf) of X
specifies, for any real number x, the probability that X = x

px(x) = PX =x) = P({w € 2| § (@)= x)

erﬂx px(x) =1

Fora RV X: () = R, the cumulative distribution function (cdf) of X
specifies, for any real number x, the probability that X < x

IiX_(’x) = P(X <x)

—



Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.
All permutations equally likely.

* Let X be the number of students who get their own HW

Pr(w) w X(w)

1/6 |1,2,3 3 X(w) =0
1/6 | 1,3,2 1
1/6 |2,1,3 1 X(w) =1
1/6 | 23,1 0
1/6 |3,1,2 0
1/6 | 3,21 1 1,2,3 X(w)=3




Expected Value of a Random Variable

_____________________________________________________________________________________________________________________________________________________________________

Definition. Given a discrete RV X: () — R, the expectation or expected
- value or mean of X is

X ‘o) vala S b\h‘fd "? E(X)—Soé_ 1~‘00&—
1O uk@d% _

Intuition: “Weighted average” of the possible outcomes (weighted by probability)



Example: Returning Homeworks

* Class with 3 students, randomly hand back homeworks.

All permutations equally likely.

* Let X be the number of students who get their own HW

Pr(w) w X(w)
1/6 1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1
1/6 | 2,3,1 0
1/6 | 3,1,2 0
1/6 |3,2,1 1

I . L
G 4 3
E[X] = 3 P(X=3)+1-P(X=1)+0-P(X =0)

i A

B 4 63-3 P(33)+0(33) 1
( ) ),_)? Y ) sz;z &)



Expected Value of a Random Variable

Definition. Given a discrete RV X: () — R, the expectation or expected
- value or mean of X is

E[X] = 2 X(w) - P(w)

wE()

or equivalently

Intuition: “Weighted average” of the possible outcomes (weighted by probability)



Indicator random variable - 0/1 valued

e (lass with 3 students, randomly hand back homeworks.
All permutations equally likely.
* For any event, can define the indicator random variable for that event

|

Pr(w) w X(w)
1/6 1,2,3 3
1/6 | 1,3,2 1
1/6 |2,1,3 1
1/6 2,3,1 0
1/6 3,1,2 0
1/6 |3,2,1 1

1  if person 1 gets their homework back

0 otherwise.
X \(“)) \
3; PX;=1) = £
16} P(X;=0) = 9:5
(@)
> E(x)=3-%0t)

O ?(X\—‘Q>
()= 4



X(w) +Y(w)

Linearity of Expectation

Theorem. For any two randomyvariables X and ¥V

Theorem. For any random variables X, and constants a and b
E[laX + b] = a - E[X] + b.

_________________________________________________________________________________________________________________________________________________________



Example - Coin Tosses — The brute force method

We flip n coins, each one heads with probability p,
Z is the number of heads, whatis E[Z]?

s21=Y ke =k =3 ke (O)phct - py
) > k(s

- n! - _ - n! .
Z;k'k!(n—k)!pk(l_p) ‘ _;(k—l)!(n—k)!pk(l_p) ‘

am

n (n N 1)| ) . %Z\Q:J&Authoris
Z"pZ(k—n!(n—k)!pkl(l_p) ‘ .

- Can we solve it more
T -y . 2
- np;)k! T P ) elegantly, please:

n-—1

~1 .

=nr)2(nk )p"(l—p)(n‘”"‘=np(p+(1—p)) F=np1=mnp .

k=0


http://www.pngall.com/baby-png
https://creativecommons.org/licenses/by-nc/3.0/

Example - Coin Tosses

We flip n coins, each toss independent, comes up heads with probability p
7 is the number of heads, what is E[Z]?"

7 — 1, i coin flip is heads
~ |0, i coin flip is tails.

I E(L) 6( X e
S I N '*EOK)? yE(T)r E(Pa
w0 11 = prp P> ?e

N B R R X:)=1 P(x

T = ) ?ur -

= ?(X\—\
)



Example - Coin Tosses

We flip n coins, each toss independent, comes up heads with probability p
Z is the number of heads, whatis E[Z]?

o — 1, i coin flip is heads
~ U700, ithcoin flip is tails.

Linearity of Expectation:
E[Z] = E[X; + -+ X,] = E[X,] + - + E[X,] =n-p

13



\\Nb-\k)i IJ‘QUJ&K.

Using LOE to compute complicated expectations 2
@

Often boils down to the following three steps: E(*) -

« Decompose: Finding the right way to decompose the random variable
into sum of simple random variables

X=X+ +X,
« LOE: Apply linearity of expectation.
E[x] =@[X,] + - + E[X,].
« Conqguer: Compute the expectation of each X;

>

Ofter@re indicator (0/1) random variables.




Indicator random variables - 0/1 valued

For any event 4, can define the indicator random variable X, for A

1
X, =
_t

if event A occurs
if event 4 does not occur

P(X, =1) = P(A)
P(X, =0) =1— P(4)

EQWM)= P(X=t) = P(N)




Kandinsky

This Photo by Unknown Author is licensed under CC BY-SA-NC
“n



http://spacesbetweenthegaps.wherefishsing.com/2011/10/creative-cauldron-wassily-kandinsky.html
https://creativecommons.org/licenses/by-nc-sa/3.0/

Example: Returning Homeworks

* (lass with n students, randomly hand back homeworks.  All permutations

equally likely.

* Let X be the number of students who get their own HW

What is E[X]?

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

Rlo|lo|lRr|rR]|w

1/6

3,2,1

E(X)=

E e

mvv\\&‘.d ‘



Example: Returning Homeworks

* (lass with n students, randomly hand back homeworks.  All permutations

equally likely.

* Let X be the number of students who get their own HW

What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

Rlo|lo|lRr|rR]|w

Decompose: Find the right way to

decompose the random variable into

sum of simple random variables
X=X;1+--+X,

LOE: Apply linearity of expectation.
E[X] = E[X;] + --- + E[X},].

20

Conguer: Compute the expectation of each X; and sum!




Example: Returning Homeworks

* Class with n students, randomly hand back homeworks.  All
permutations equally likely.

* Let X be the number of students who get their own HW
What is E[X]? Use linearity of expectation!

\ .eshda«+
Decompose: x - 3 m(
\
Pr(w)| w X(w) O T-O)~
1/6 [1,2,3 3 -
1/6 |[1,3,2 1 - X\Jr7$J~ - —(—Xv\
1/6 [2,1,3 1
1/6 [2,3,1] 0 OE: E(X) — E(X\) fE(X}) 4 + E(XV)
1/6 |3,1,2 0 —-‘7\
1/6 13,2,1 1 Conquer: g 'a 1 _ - 21
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Example: Returning Homeworks

* Class with n students, randomly hand back homeworks.  All
permutations equally likely.

* Let X be the number of students who get their own HW

What is E[X]? Use linearity of expectation!

Pr(w)

X(w)

1/6

1,2,3

1/6

1,3,2

1/6

2,1,3

1/6

2,3,1

1/6

3,1,2

1/6

3,2,1

(et I el e BN BN I S

9

269

Decompose: What is X;?

X; = 1 iff i*" student gets own HW back; 0 o.w.
LOE: E[X] = E[X{] + - + E[X,,]

S |-

Conqguer: E[X;] =

Therefore, E[X] =n-= =1

S|k

22

X T pavy 'had'hﬁ( Sav< ‘odmﬁ,




X(dy=4
o >~ > oS Gm.

k%b( Octd) Ol Octal Novl l

\3\\‘\‘ < 7\\ ?K -\-Y\ . X -

!wth the same\%blrth a < e X?%*‘TJ\\ *as ;((36
ERaet Was w¥gg TRy g K%

In a class of m students, on average how many pairs of people have the s

birthday (assumlng 365 equally likely birthdays)?
(Each person’s birthday is equally likely to be any of t?@\§65 possibilities and different

people’s bdays are independent.) ¥\ ? (
= (¥) - "2' \“-o s gaw‘




E(X ) P( &)%N\ ‘9&93) :;565 2%5

Oits b Nykob) _ -
?\ It\’ﬂi\«\oz G\ B) Z,‘ 363 EXY
Pairs with the same birthday 355 a/’/js’ 3g§‘ ?G >

o Inaclass of m students, on average how many pairs of people have
the same birthday (assuming 365 equally likely birthdays)?

Decompose: Indicator events involve pairs of students (i, j) fori # j
X;; = 1 iff studentsi and j have the same birthday

LOE: (Zl) indicator variables Xi;

m
1 . —1
Conquer: E|X;;]| = - so total expectation is (3—265) =m(%) pairs




Agenda

Recap

Linearity of expectation
LOTUS
Variance
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Linearity of Expectation — Even stronger

Theorem. For any random variables X, ..., X,,, and real numbers
E al’ ---’an E ]R,

Very important: In general, we do not have E[X - Y| = E[X] - E[Y]

26



Linearity is special!

| lE[g(X)] # g(E(X))

n general E|g x; - i
ithprob1/2 4 E(X ) -

B8 X = with prob1/2 A

Then: E[X?] # E[X]*
—— S

E(ﬁ): O

How DO we compute E[g(X)]?



Expected Value of g(X)

Definition. Given a discrete RV X: () — R, the expectation or expected

value or mean of g(X) is E(XX’?—ZX(“'\EP(“)

Elg(0)] = ) g(X(@) - P(w) o

WEQ — | .

or equivalently E"({) ;"?\i:g —)

' Elg0]= ) g@)-PX=x) = Y g0) ps(x)
XEQNy xX€0Nx

Also known as LOTUS: “Law of the unconscious statistician

—amm— — e

(nothing special going on in the discrete case) )8



Example: from concept check Elg(OI= Z 9(x) - P(X =x)

XE.QX

* Toss a die; each side equally likely. X is the number showing

°| Y = X mod 4 \

 Whatis E[Y]?

.-L CL
E()= 1+ dg 3 e ST 6

Pr(w)| w X
1/6 | 1 1
1/6 | 2 2
1/6 | 3 3
1/6 4 4
1/6 5 5
1/6 | 6 6 "




