Propositional Equivalences

pANT & p Identity laws
pVF&p

pVT & T Domination laws
pANF & F

pVpsp Idempotent laws
pPAp<SD

—(-p) < p Double negation law
pVqgsqgVp Commutative laws
PAgEqgAD

(pVg)Vr<pV(gVvr) Associative laws
(pPAgQ AT = pPA(GAT)

pV(gAT)< (pVg) A(pVr) | Distributive laws
pA(gVr)< (pAgV(pAT)

—(pAq) < —pV—q De Morgan’s laws
~(pVg) & pA—g

Rules of Inference

P Addition
pVq
pT/;q Simplification
pq Conjunction
PAgQ
@ Modus ponens
%;q Modus tollens
P—q.q—=r [ [
Pt Hypothetical syllogism
p\/qTﬁp Disjunctive syllogism

Ve P(x) i i iati
ReL Universal instantiation
P(c) for an grbnraryceU Universal generalization

JzP(x) i ial i iati
e Tor SOMGey Existential instantiation
P(c) f%r Someceu Existential generalization
zP(z)

Sets

e P(S): Thepower setof S is the set of all subsets of the stt

e A x B: TheCartesian product of A andB is the set of all ordered pai(g, b) whereac A andbeB.

o A;xAsx...xA,: TheCartesian productofthe setsA, Ay, . .., A, isthe set of ordered—tuples(ay, as, . .., ay),
wherea; belongs to4; fori =1,2,...,n.

Functions

e f: A — B: Afunction from A to B is an assignment of exactly one elemenfofo each element ofl.
e Aisthedomain of f andB is thecodomainof f.



e If f(a) = b, we say thab is theimageof a anda is apre-imageof b. Therange of f i the set of all images of
elements ofA.

e Injection: Functionf is said to beone-to-one if and only if f(x) = f(y) implies thatz = y for all z andy in
the domain off.

e Surjection: Functionf is said to beonto / surjective, if and only if for every elementie B there is an element
ae A with f(a) = b.

e Bijection: Functionf is aone-to-one correspondenceor bijection, if it is both one-to-one and onto.

e Inverse function: Let f be a one-to-one correspondence frdnto B. Theinverse function of f assigns to
an elemenb in B the unique elementin A such thatf(a) = b. The inverse function of is denoted byf 1.
Hence,f~1(b) = a whenf(a) = b.

e fogig: A— B, f:B — C. Thecompositionof the functionsf andg is defined by(f o g)(a) = f(g(a))
Integers

e Leta, b, andc be integersg # 0.

e a | b: adividesb if there is an integee such thab = ac. Whena dividesb we say that: is afactor of b and
thatb is amultiple of a.

e Prime: A positive integep greater than 1 is called prime if the only positive factorg afe 1 ang. A positive
integer that is greater than 1 and is not prime is catlethposite

e Fundamental Theorem of Arithmetic: Every positive integer can be written uniquely as the product of primes,
where the prime factors are written in order of increasing size.

¢ Division algorithm: Leta be an integer and a poisitive integer. Then there are unique integeasidr, with
0 <r <d,suchthaw = dg+r.

e gcd(a,b): Leta andb be integers, not both zero. The largest integisuch thatd | a andd | b is called the
greatest common divisorof a andb.

e The integers: andb arerelatively prime if gcd(a, b) = 1.

e a = b (mod m) If a andb are integers aneh is a positive integer, thea is congruent tob modulo m if m
dividesa — b.

e Theorem 1: Letm be a positive integer. The integersandb are congruent modula if and only if there is an
integerk such thats = b + km.

e Theorem 2: Letm be a positive integer. i = b (modm) andc = d (modm), thena + ¢ = b+ d (modm))
andac = bd (modm).

e Lemma 1: Leta = bq + r, wherea, b, ¢, andr are integers. Then géd, b) = gcdb, ).
Counting Principles

e Pascal's Identity: Letn andk be positive integers with > k. ThenC(n + 1,k) = C(n,k — 1) + C(n, k)
e Binomial Theorem: Let z andy be variables, and let be a positive integer. Then

(@+y)" =3 Cln, )"y
§j=0

Probability Theory

e Let .S be the sample space of an experiment with a finite or countable number of outcomes. Wegrkdzgn
bility p(s) to each outcomes. The following two conditions have to be met:
(i) 0 < p(s) < 1 for eachseS

(i) 2ses p(s) =1
e Theprobability of the event £ is the sum of the probabilities of the outcomeginThatis,p(E) = Y ..z p(s).

2



e Let E andF be events withp(F') > 0. Theconditional probability of E given F' is defined
p(ENF)
p(E|F)="—"-
B =)

e The eventsE andF are said to béndependentif

p(ENF) =p(E)P(F).
e Bernoulli Trial : Experiment with only two possible outcomes: success or failure.
e Probability of k£ successes in independent Bernoulli trials with probability of succesg and probability of

failureq = 1 — p, isC(n, k)p*q" .

e A random variable is a function from the sample space of an experiment to the set of real numbers.
e Theexpected valugor expectation) of a random

E(X) =) _p(s)X(s).

seS
e Theorem 3 If X andY are random variables on a spatehenE(X +Y) = E(X) + E(Y).Furthermore, if
X;,i=1,2,...,n, with n a positive integer, are random variables$yand X = X; + Xo + ... + X,,, then
E(X)=E(X))+ E(X2)+...+ E(X,).

e Therandom variable¥ andY on a sample spacgareindependentif for all real numbers:; andrs p(X (s) =
ryandY (s) = ry) = p(X(s) = r1)p(Y (s) = r2).
e Theorem 4 If X andY are independent random variables on a spgadbenE(XY) = E(X)E(Y).
e Let X be random variables on a sample spéceThevariance of X, denoted by (X), is
V(X) =) (X(s) = B(X))?p(s).
seS
e Theorem 5 If X is a random variable on a spasethenV (X) = E(X?) — E(X)2.
Relations

e Let A andB be sets. Abinary relation from A to B is a subset ofd x B. If (a, b)eR, we writeaRb and say
a is related tob by R.

e Let R be arelation from a sed to a setB andS be a relation fronB to a set”'. Thecompositeof R andS is
the relation consisting of ordered pais c), whereae A, ceC, and for which there exists an eleméaB such
that(a,b)eR and(b, c)eS. We denote the composite & andS by S o R.

e Let R be a relation on the set. Thepowers R*, n = 1,2,3,..., are defined inductively b! = R and
Rl = R"oR.

e Let P be a property of relations (e.g. transitivity, refexivity, symmetry). A relatbois losure of R w.r.t. P if
and only if S has property?, S containsR, andS is a subset of every relation with prope/containingR.

e There is gath froma to b in arelationR is there is a sequence of elements, xo, ... x,_1, b With (a,z1) €
R,(z1,22) € R,...,(xp—1,b) € R.

e Theorem 6 Let R be arelation on a set. There is a path of length from a to b if and only if (a, b) € R".

e Let R be a relation on a sed. The connectivity relation R* consists of pairga, b) such that there is a path
betweer: andb in R.

e Theorem 7: The transitive closure of a relatid® equals the connectivity relatiok*.

e Arelation on a sedl is called arequivalence relationif it is reflexive, symmetric, and transitive. Two elements
that are related by an equivalence relation are called equivalent.

e Let R be an equivalence relation on a skt The set of all elements that are related to an elemenitA is
called theequivalence clas®f a. [a]r: equivalence class af w.r.t. R.If b € [a]r thenb is representative of
this equivalence class.



e Theorem 8 Let R be an equivalence relation on a getThe following statements are equivalent:
(1) aRb
(2) [a] = [b]
(3) [a] N [0] # 0
e A partition of a setS is a collection of disjoint nonempty subseds, ¢ € I (wherel is an index set) of that
haveS as their union:4; # () fori € IA; N A; = 0, wheni # jU;c; Ai = S

e Theorem 9 Let R be an equivalence relation on a $etThen the equivalence classesfoform a partition of
S. Conversely, given a partitiof4; | i € I} of the setS, there is an equivalence relatidhthat has the sets
A;,i € I, as its equivalence classes.

Graphs

e Thedegreeof a vertex in an undirected graph is the number of edges incident with it, except that a loop at &
vertex contributes twice to the degree of that vertex. The degree of the vagelenoted by deg].

e The Handshaking Theorem Let G = (V, E) be an undirected graph withedges. Thee = 3", .- degv).
e Theorem 1Q An undirected graph has an even number of vertices of odd degree.
¢ In a graph with directed edges thedegreeof a vertexv, denoted by deg(v), is the number of edges with

as their terminal vertex. Thaut-degreeof v, denoted by deg(v), is the number of edges withas their initial
vertex.

e Theorem 11 LetG = (V, E) be a graph with directed edges. THE}., deg (v) = 3,y deg™ (v) = |E|.

e A simple graph is7 is calledbipartite if its vertex V' can be partitioned into two disjoint nonempty skétsand
V4 such that every edge in the graph connects a vert&x and a vertex irl; (so that no edge ifr connects
either two vertices iV or two vertices inls.

e The simple graph&, = (V4, E1) andGy = (Va, E5) areisomorphic if there is a one-to-one and onto function
f from V; to V5 with the property that andb are adjacent iidz; if and only if f(a) and f(b) are adjacent iz,
for all @ andb in V3. Such a functiory is called arisomorphism.



