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## Union-by-size: Find Analysis

- Complexity of Find: $\Theta$ (max node depth)
- All nodes start at depth 0
- Node depth increases
- Only when it is part of smaller tree in a union
- Only by one level at a time

Result: tree size doubles when node depth increases by 1
Find runtime $=\Theta($ node depth $)=$
runtime for $m$ finds and $n-1$ unions $=$

## Nifty Storage Trick

- Use the same array representation as before
- Instead of storing -1 for the root, simply store-size
[Read section 8.4, page 276]


## How about Union-by-height?

- Can still guarantee $\Theta(\log n)$ worst case depth

Left as an exercise!
(will probably appear in Homework \#3)

- Problem: Union-by-height doesn't combine very well with the new find optimization technique we'll see next



## Interlude: A Really Slow Function

Ackermann's function is a really big function $\mathrm{A}(x, y)$ with inverse $\alpha(x, y)$ which is really small

## Complex Complexity of Union-by-Size + Path Compression

Tarjan proved that, with these optimizations, $p$ union and find operations on a set of $n$ elements have worst case complexity of $\mathrm{O}(p \cdot \alpha(p, n))$

For all practical purposes this is amortized constant time: $\mathrm{O}(p \cdot 4)$ for $p$ operations!

- Very complex analysis - worse than splay tree analysis etc. that we skipped!
- Tarjan is also the (very smart) splay tree guy

