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A review of “A Tutorial Introduction to Computation for Biologists”,

 and what else a struggling biologist might need to make sense of CSE 527

When attempting to assign cause to one's confusion, one is immediately faced with the daunting task of assuming a state of "hypothetical clarity" in order to address what is interrupting the ascent to the nirvana-like state of oneness with the intellectual endeavor explored.  However, once positing such a position one has to take the naive position from which one is venturing forward into account in assessing the validity of the subsequent analysis. 

In examining the course from a biologist’s perspective, I found it first necessary to try and localize the different domains contributing to a less than complete transfer of knowledge from the whiteboard and printed notes to that squishing gray stuff between my ears.  In doing so I found that there were three main areas in which the material tended to fragment, grouping generally into 'conceptual/algorthmic' constraints, symbolic/notation issues, and computer science specific familiarity with terms and methodologies.  Each of these will be explored in turn and referenced to “A Tutorial Introduction to Computation for Biologists” (by Steven L. Salzberg, in Computational Methods in Molecular Biology, S. L. Salzberg, D. B. Searls, and S. Kasif, editors, Elsevier, Amsterdam, 1998, 11-28), when possible and where appropriate.  Henceforth this paper will be called “the Review”.


The algorithmic constraint really manifests in two different forms, one being very general and one pertaining to invocation of specific types of algorithms.  The general constraint really does not involve merely the definition but a kind of intellectual familiarity with the approach.  Namely, how does one disassemble a particular problem into its component parts in a relevant way for a computer to be able to handle the fragments generated by that disassembly.  The Review dives into the idea of an algorithm in a completely logical fashion by providing a definition, some examples, and motivates the multiple levels of relevance through examples of algorithmic utility.  It does provide some insights into how an algorithm might accomplish a task when it discusses iteration and gives an example of a problem in pseudocode.  It also provides a brief discussion on memory as pertains to computer algorithms which is interesting if not useful.  It also discusses the issue of run-time, briefly touching on the concept of big O notation.  The brief discussion of big O notation points out the key feature that big O is a 'worst case scenario', recapitulating the concept of big O being a bounding function discussed in lecture.  Unfortunately, toward the end of truly understanding problem deconstruction I suspect that there is no substitute for a little practice.  Herein, it might be useful to assign some introductory algorithmic problems to facilitate a more intuitive understanding of the approach at a general level.


The second algorithmic constraint really takes the form of a lack of familiarity with what must be presumed to be a "general pool" of well understood algorithms.  The Review does facilitate an understanding of many of the general approaches that are utilized within the contents of the subsequent chapters.  The level of description is very general, hence applying the content of the discussion to any specific problem would not be particularly simple, with frequent "insufficient data" errors being the predominant output of the system.  Hence, a vague sense of familiarity with machine learning, dynamic programming, Markov models and neural networks may be obtained from the Review if one was completely naive to the topics prior to reading it.  The Review did discuss the fundamental motivation behind 'dynamic programming' as a method for taking a problem and solving it by reducing it to smaller parts.  Yet, taking the cursory discussion provided and using it to facilitate the construction or deconstruction of a particular task would not be possible.  Toward this end, it would be nice to have a textual reference in which one could explore the ideas in greater depth in order to get a sense of Non-Practitioner completeness, which shall subsequently be refered to as the NP-complete problem.


The symbolic/notation difficulty further exacerbates the NP-complete problem, generating a sense that not only is the discussion foreign but the language is as well.  After having examined some topics in discrete mathematics, it became clear that one point of confusion could be nicely eliminated by the generation of a reference sheet defining the specific notation formats and meanings.  Most biologists have little experience with triple subscripted summation notation.  While it seems completely unreasonable to hold a professor of computer science responsible for teaching students the fundamental concepts of discrete mathematics, it may border on reasonable to suggest that a definition syllabus be provided defining the key attributes of the notation that will be used frequently during the course.  The Review provided a very marginal introduction to the notation associated with determining probability relationships in the context of Markov models.  While this is useful, and the examples chosen were well explained and topical, it only addresses this one aspect of the notation utilitized.  


The final arena in which the course provided some difficulty was with respect to general issues of 'computer-think'.  Coming from a biologist's perspective, many issues of search space and run-time are poorly motivated as one's background may be rather limited.  A large data set being more difficult to process than a small one is apt to provide no challenges to anyone.  However, some implications may be poorly motivated as the biologist is likely to have little experience in determining which aspect of a program is likely to drive the search space in an exponential direction.  The Review does do a nice job of motivating the importance of the specific details that can be gained from inference to simplify the problem in a way that may reduce the search space dramatically.  The analogy of converging upon the recipe for a cake by an exhaustive search where only the ingredients, but not the ratios, are provided humorously points out the difficulty in leaving a question as open-ended as one might intuitively be motivated to do.  In this regard the Review does a nice job of introducing some useful concepts to the thought-pool.  


Overall, the course would really benefit from the development of a text that could travel alongside the lectures, providing the opportunity of more extensive reading on topics covered in lecture.  However, what would be appropriate for the biologist would probably bore the computer scientist.  Yet, from the humble (or much humbled) position of a biologist it would be nice to have more references for the course that provide a more elaborate linguistic interpretation of what is being discussed.  This might also provide the opportunity for more low level practice problems connected with the lecture, or at least give those attending that option.  Given that such a text is probably not available it would be nice to have three additional items: (1) a list of key notations and a definition of what each component means, (2) an extremely introductory resource for algorithms, and (3) some introductory algorithmic problems assigned early in the term.

