Lecture 23:
Query Execution

Wednesday, March 8, 2006

Outline

» Query optimization: algebraic laws 16.2




Example

Product(pname, maker), Company(cname, city)

Select Product.pname

From Product, Company

Where Product.maker=Company.cname
and Company.city = “Seattle”

* How do we execute this query ?

Example

Product(pname, maker), Company(cname, city)
Assume:

Clustered index:  Product.pname, Company.cname
Unclustered index: Product.maker, Company.city




Logical Plan:

aker=cname
/ cScity“Seattle”
Product Company

(pname,maker) (cname,city)

Physical plan 1:

Index-based
join

Index-based
selection

e

city="Seattle”

cname=maker

0]

Company Product
(cname,city) (pname,maker)




Physical plans 2a and 2b:

Which one 1s better ??
>
aker=cname
/ cScity“Seattle”

Product Company
(pname,maker)(cname,city)

Scan and sort (2a)
index scan (2b)

x T(Product) / V(Product, maker)

plan 1;

Physical

Index-based
join

Index-based
selection

/ cname=maker Total cost:
- T(Company) / V(Company, city)
city="Seattle x T(Product) / V(Product, maker)

Company Product
(cname,city) (pname,maker)

T(Company) / V(Company, city) g




Total cost:
(2a): 3B(Product) + B(Company) |  Physical plans 2a and 2b:

(2b): T(Product) + B(Company)
No extra cost

(Why ?) P aker=cname

/ cycity“Se.alttle”

Product Company
(pname,maker)(cname,city)

Table-
scan

B(Company) 9

3B(Product)

T(Product)

can and sort (2a)
index scan (2b)

Plan 1: T(Company)/V(Company,city) x
T(Product)/V(Product,maker)

Plan 2a: B(Company) + 3B(Product)

Plan 2b: B(Company) + T(Product)

Which one is better ??
It depends on the data !!




Example

T(Company) =5,000 B(Company)=500 M =100
T(Product) = 100,000 B(Product) = 1,000

We may assume V(Product, maker) ~ T(Company) (why ?)

» Case 1: V(Company, city) = T(Company)

V(Company,city) = 2,000

» Case 2: V(Company, city) << T(Company)

V(Company,city) = 20 I
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Which Plan is Best ?

Plan 1: T(Company)/V(Company,city) x T(Product)/V(Product,maker)
Plan 2a: B(Company) + 3B(Product)
Plan 2b: B(Company) + T(Product)

Case 1:

Case 2:




Lessons

» Need to consider several physical plan

— even for one, simple logical plan
» No magic “best” plan: depends on the data
* In order to make the right choice

— need to have statistics over the data
— the B’s, the T’s, the V’s

Query Optimzation

Have a SQL query Q

Create a plan P

Find equivalent plans P=P’ =P’ = ...

Choose the “cheapest”.




Logical Query Plan

SELECT P.buyer Purchasse(buyer, city)
FROM Purchase P, Person Q Person(name, phone)
WHERE P.buyer=Q.name AND

P.city="seattle” AND
Q.phone > 5430000

buyer

City:‘seattle‘/\ phone>'5430000’

><q
Buyer=name

PN

Purchase Person

In class:
find a “better” plan P’

Logical Query Plan

SELECT city, sum(quantity)
FROM sales
HAVING sum(quantity) < 100

G p<100

T1(city,p)

Y city, sum(quantity)—p

sales(product, city, quantity)

In class:
find a “better” plan P’
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The three components of an
optimizer

We need three things in an optimizer:

» Algebraic laws
* An optimization algorithm
* A cost estimator

Algebraic Laws

« Commutative and Associative Laws
RuS=SUR, RUSuUT)=RUS)UT
R x| S=S|x|R, R|x|(S|x|T)=([R[x|S)|x| T
R x| S=S|x|R, R|x|(S|x|T)=([R[x|S)|x| T
 Distributive Laws
RIx[(SUT) = (R|x]S)u (R |x]T)




Algebraic Laws

» Laws involving selection:
S canpc(R) =0 (0 :(R)) =0 «(R) N o (R)
6 corc(R) =0 (R) Vo (R)
o cRX[S)=0[R)[x|S

* When C involves only attributes of R
cc(R-S)=c-(R)-S
ccRUS)=cR)Uoc(S)
6 c(RIxS) =6 (R) || S

Algebraic Laws

« Example: R(A, B, C, D), S(E, F, G)
G p3 (R x| ppS)= ?

G a5 aND G=9 (R [X| p_g S) =
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Algebraic Laws

» Laws involving projections
IR [x] ) = Ty (ITp(R) [x| IT(S))
My (T (R)) = HM,N(R)

» Example R(A,B,C,D), S(E, F, G)
I, g (R [X[ pg S) =TT (IT,(R) [x| p—g TT(S))
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Algebraic Laws

» Laws involving grouping and aggregation:

8(’YA, agg(B)(R)) = YA, agg(B)(R)
YA, age®)(O(R)) = Y4 age(w)(R) 1f agg is “duplicate insensitive”

* Which of the following are “duplicate insensitive” ?
sum, count, avg, min, max

YA, agg(D)(R(AaB) |X| B=C S(CaD)) =
yA, agg(D)(R(AsB) |X| B=C (VC, agg(D)S(CaD)))
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