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Theorem 1 (Jain'0}) Given a convex set S, via a strong separation oracle
with a guarantee that the set contains a point with binary encoding length
@, a point in S can be found in polynomial time of (n, @), where n is the
dimension.

Theorem 2 (Simultaneous diophantine approximation problem) Given oy,
ag,...,an, € Q, and 0 < e < 1, we can find integers p1,p2,-..,Pn and q in
polynomial time of (n,log %) such that

n . 2

|pi — qai| <€, for Vi, and 0<q<e"

Proof. Consider lattice
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0 1 0 O
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o ay o G

where there are n + 1 rows and n + 1 columns. Due to the last lecture, we
can find a vector v such that

H’UHQ < 2(n+i)—1 ) n+1/d€t(L),

which implies that

1
€ n+1
n(n+1) =€
n. 2 1

loll <27

—

Thus, ||v]|ec < [|v]]2 < €. Let v =3"." | pivi + quit1, where v; is the i-th row
vector of the lattice, p; and ¢ are integers, for each 1.

Consider the last coordinate of v, we have % < ||v|]oo < €, which implies

that ¢ < @. Similarly consider other coordinates, we have |p; — qa;| < e. O



Remark. Dirichlet’s Theorem says that 0 < ¢ < ¢ ". But it’s not con-
structive.

Proof of Theorem 1. Consider B = [~2?,2%]", which contains points of
encoding length at most ¢. Let C = SN B. Note that C' # (). We start
by ellipsoid algorithm with initial value (2¢/n2%)" < (2n2%)". If we find a
point in C', we are done. Otherwise run ellipsoid algorithm until we have

value smaller or equal to 22n¢ —. Note that we need time

n? - log (22”(%” . (2n2¢)") = ¢ - poly(n)

to do this.
Note that all points with encoding length at most ¢ lie on a hyperplane
of dimension n — 1.

Computer recursively to find such a point. Let C,, = SN B, Cp_1 =
C,, N H. Shrink the ellipsoid until the value is smaller than v, whose value
will be determined later.

Let smallest radius of ellipse be 7.

Thus half of the smallest (small enough that H' is a good approximation of
H) axis is smaller or equal to nvt/™,




Claim. The coefficients of H are polynomially small.

Proof. Let H : W -Z=w-v. Forany Z € E, |- Z—w -0 <r<n-v
Assume wy, . .., w, are coefficients. Then due to Theorem 2, we can compute
DlyeensPny Ty q < 2”26_”, such that

l/n'

|lwiqg — pi| <€, and |WUg — 7| < e.

Claim. There is ¢, v such that H = b-x=m.
Proof. Consider z € E, z € Q, and z has denominator smaller or equal to
29. Also, z € H.

|ﬁ‘5—7r’ = ’p121+"‘+pnzn_77|
< [(wig+e€1)z1 + -+ (wng + €n)2n — (WTq — €p41)]
< (@7 — 1) + ||| + €
< on? e=npyt/n + en2?
1
< 277,7(15
Choose € such that )
@
en2? < 5 ong’
which implies
1
<
€= 4An - 2(n+1)¢”
Choose v such that .
n? _—n_ 1/n
2" e "nu < 5 o
Therefore,
1
LIS 2n2nn4nn22n2¢(n+1) )
Thus,
1
log(_) < - poly(n),
which completes the proof of the theorem. O
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