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Algorithmic Stability
Lecturer: Ofer Dekel Scribe: Thach Nguyen

The goal of this lecture is to establish risk bounds that depend on the learning algorithm A instead of
the hypothesis class H. In particular, we would prove results that look like

With probability at least 1 — & over the sample set S~D™,

[L(A(S); D) = £(A(S); S)| < e

i.e. we compare the performance of the same function, A(S), on two different distributions, the uniform
distribution on the sample set S and the real distribution D. Contrast this to the approach we took in
the Rademacher and VC theory, where we compared the performance of two functions, the output of the
algorithm A(S) and the best hypothesis h*, on the same distribution D.

Notice two simple facts. First, A(S) is a random variable, with the randomness comes from S. Second,A(S)
depends on S, so we cannot use Hoefding’s inequality to compare £ (A(S); D) and ¢ (A(S); 5).

1 Uniform stability

Before getting to the formal definitions, we introduce some notations
o S\ = S\{(w;, i)}, i.e. the set of m — 1 samples where the ith sample is removed.
o St = SVU{(z},y})} for some worst (x%,y!).

Definition 1 (Uniform stabiliy). Algorithm A has uniform stability 8 with respect to a loss function £ if
for all S and all i € [m],

max |¢ (A(S); (2,9)) — ¢ (A(S\); (z.9) )| < 8

z,y

i.e. the algorithm is “stable” with respect to removing a single sample at all points.
Note that § depends on m and we would want (3,, to be around %
Remark 1. There are weaker notions of stability such as

e Error stability: For all S, for alli € [m]: |[£(A(S); D) —£(A(S\)); D)| < B, i.c. the average difference
is small. This is a very week notion of stability.

e Hypothesis stability: For all i € [m], Eg (,,) [|[¢ (A(S); (z,y)) — ((A(S\Y); (x,y))H <p
Remark 2. By triangle inequality, uniform stability B implies that for S, for all i € [m]
max [£(A(S); (z,y)) — €(A(S"); (z,y))| < 28

z,y
Now we show that uniform stability implies a bound in the form stated in the first paragraph.

Theorem 2. Suppose that £ € [0,C] and A has uniform stability 5. Furthermore, suppose that A is
anonymous, i.e. A(S) = A(S") if S and S’ contains the same elements (but in different orders). Let Z be
the random variable defined by Z = € (A(S); D) — L(A(S); S). Then w.p. at least 1 — 4,

2 <28+ m(a5 + Cym)y | L)



Proof. We will show that Z is concentrated, and then show that E [Z] is small. For the first part, note that
by triangle inequality:

|£(A(S); D) — £ (A(S); D) | < ]e(A(S);D) ) (A(S\i);D)‘ n ]e (4(sV;D) — ¢ (A(Si);D))’ <28
Also:
[L(A(S); S) — £ (A(S"); 8| < % D EAS); (25, 5)) = €(GANS); (5, 45))]
i
+ = [AS); (i) — (A (2], 01)]

m—1 C C

< 20+ — <28+ —
m m

Hence, ‘Z — Zi‘ <40+ % where Z' denotes the random variable where S is replaced by S?. This implies
that maxg Z — ming Z < m(43 4+ C/m); therefore Z < E [Z] + m(48 + C/m).
To bound E [Z], we will need some identities

o Eg[C(A(S); (zj,9;))] = Esay) [ (A(S7); (2/,y'))]. This identity holds because for (z/,y') drawn
from D, Pr [S] = Pr [S7].

o Eg (i) [€(A(S7); (2,9)] = Es o) [€ (A(S?); (2/,3/))]. To see that this identity holds, let S’ be
the set that contains the same elements as S but with (z;,;) and (z;,y;) exchange their order. Then
since A is anonymous, A(S) = A(S’). The identity then forllow from the fact that Pr [S] = Pr [9’]
and the previous identity.

With these identities, we have:

E [Z] = Es [ (A(S); D) — £(A(5); 9)]
=Es o) [((A(S); (2',1)] — Bs [€ (A(S); 9)]

= B ) LAS); ()] — Bs [nﬂ > LAS) (o, yj>>]
= B ) HAGS): ()] = 2 Y B [0(AS): (5,0)

= B o) (A (00 )) = = D By [£(A(S7)5 (')

= ES,(I’,y’) [E(A(S)a (Ila y/))] - %mES,(w’,y’) [6 (A(SZ)’ (I’/7 y/))}

= Es oy [L(AS); (2, 9) — € (A(S"); («,9))]
<23

Now, by McDiamid’s inequality, we have that with probability at least 1 — 6,

log(1/9) log(1/9)

Z <E[Z]+m(4B8+ ¢/m) <28+ m(48+ ¢/m) —

O

The implication of this theorem is that if A is uniformly stable and has good empirical risk, we have
good bound on A’s risk even if the hypothesis class H is bad.



2 Regularized ERM

We give an example algorithm that has uniform stability. Consider the case where y € {—1,1}, is convex
and differentiable. For simplicity, assume that ¢ (h; (z,y)) = £(yh(z)), so £ is A-lipschitz. (log loss is a nice
loss here; hinge loss is not differentiable, but there’s a fix for that.) The algorithm we will use is Regularized
ERM, which outputs the hypothesis that minimize the following quantity:

R(h) = £(1; S) + cvo(h)

where ¢(h) is some convex and differentiable function from H to R and ¢ is some constant.
Consider the following quantities

e h = argmin, R(h)
o RVi(h) = {(h;S\?) + cy(h)
e h\' = argmin, R\!(h)

Note that h\? is the output of the algorithm on S\?. Therefore § = maxy y |€ (E;( )) -/ (h\ (z,y )| is
exactly the quantity we want to bound. We have:

B =max £ (b (2,9)) — € (RV: (2,9)) | < maxA|yh(a) — yh (@) = maxAh(a) ~ BV (@) (1)

Now we consider a concrete hypothesis class H = {w € R"} and domain X = {z € R" : ||z|| < X}. Let
Y(w) = [lw]*.

To prove a concrete bound on 3, we will use the Bregman divergence defined as follows.
Definition 3. The Bregman divergence of a function f is defined by By (v'||v) = f(v')—f(v)—(v' — v, V f(v)).
Lemma 4. If f is convex then By > 0.
Lemma 5. cBy(h\||h) 4+ cBy(h||h\}) < 22 max, ’B\i(x) — h(z)|.
Proof. We have:
eBy(RVI|R) + By (AR < cBr(RVR) + cBy: (Rl|AV)
= R(h\') — R(h) + R\i(ﬁ) — R\i(i}\")

= o () = £ (it + gy 3 (0 hsCaso) = (R o))
j#i
< %‘h\z(xi) ~he)| + s S ‘E (25) — BV ()|
i
< %mfx ’B\z(x) _ B(z)‘ + m(nj\—l)(m —1) max ’i_L(x) — }_L\Z(x)‘
< %mgx(ﬁ(m) RN (a)

where the first inequality forllows from the facts that By, = By + By, that £ is convex and Lemma 4. [

Now note that for our definition of ¢, By (w|w’) = ||w — w’||? is symmetric. Thus, the lemma implies

. 2N =\ -
2 — a2 < 2 |V(w) — )| < DX



Hence, we have

o AX
@Y — o] < —
mc
By (1), we have
- iy , X A2X? 1
B <maxA|h(z) — bV (x)] < AX o — @V < AX - == = =0 () (2)
x mc mc m

This shows that the regularized ERM algorithm has uniform convergence for this setting. Choosing an
appropriate ¢ so as to make sure that the algorithm still has good empirical loss yields a good bound on its
risk.



