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Linear classifiers – Which line is better? 
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Pick the one with the largest margin! 

w
.x

 +
 w

0 
= 

0 

“confidence” = yj(w · xj
+ w0)

©Carlos Guestrin 2005-2014 4 

Support vector machines (SVMs) 
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n  Solve efficiently by many methods, 
e.g., 
¨  quadratic programming (QP) 

n  Well-studied solution algorithms 

¨  Stochastic gradient descent  

n  Hyperplane defined by support 
vectors 

min
w,w0

||w||22

yj(w · xj + w0) � 1, 8j 2 {1, . . . , N}
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What if the data is not linearly 
separable? 

Use features of features  
of features of features…. 
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What if the data is still not linearly 
separable? 

n  If data is not linearly separable, some 
points don’t satisfy margin constraint: 

n  How bad is the violation? 

n  Tradeoff margin violation with ||w||: 

min
w,w0

||w||22

yj(w · xj + w0) � 1 , 8j
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SVMs for Non-Linearly Separable meet 
my friend the Perceptron…  

n  Perceptron was minimizing the hinge loss: 

 
 

n  SVMs minimizes the regularized hinge loss!!  
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Stochastic Gradient Descent for SVMs 

n  Perceptron minimization: 

n  SGD for Perceptron: 

n  SVMs minimization: 

n  SGD for SVMs: 

©Carlos Guestrin 2005-2014 8 

NX

j=1

�
�yj(w · xj + w0)

�
+

||w||22 + C
NX

j=1

�
1� yj(w · xj + w0)

�
+

w

(t+1)  w

(t) +
h
y(t)(w(t) · x(t))  0

i
y(t)x(t)



5 

©Carlos Guestrin 2005-2014 9 

What you need to know 

n  Maximizing margin 
n  Derivation of SVM formulation 
n  Non-linearly separable case 

¨ Hinge loss 
¨ A.K.A. adding slack variables 

n  SVMs = Perceptron + L2 regularization 
n  Can also use kernels with SVMs 
n  Can optimize SVMs with SGD 

¨ Many other approaches possible 


