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The Cost, The Cost!!l Think about

the cost...
" JEE
m What's the cost of a gradient update step for LR?7?7?
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Learning Problems as Expectations
" S

m  Minimizing loss in training data:

Given dataset:
m Sampled iid from some distribution p(x) on features:

Loss function, e.g., hinge loss, logistic loss,...
We often minimize loss in training data:

N
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m However, we should really minimize expected loss on all data:

l(w) = Ex [{(w,x)] = /p(x)ﬁ(w,x)dx

m So, we are approximating the integral by the average on the training data
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Gradient ascent in Terms of Expectations
" JEE

m “True” objective function:

l(w) = Ex [{(w,x)] = /p(x)ﬁ(w,x)dx
m Taking the gradient:

m “True” gradient ascent rule:

m How do we estimate expected gradient?
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SGD: Stochastic Gradient Ascent (or Descent)
" JEE
m “True” gradient: Vﬁ(w) = F [VK(W,X)]

m Sample based approximation:

m What if we estimate gradient with just one sample???
Unbiased estimate of gradient
Very noisy!
Called stochastic gradient ascent (or descent)
= Among many other names
VERY useful in practice!!!
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Stochastic Gradient Ascent for

. Logistic Reﬁression

m Logistic loss as a stochastic function:

Ex [((w,x)] = Ex [In P(y|x, w) — A||w]|3]

m Batch gradient ascent updates:
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m Stochastic gradient ascent updates:
Online setting:
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Stochastic Gradient Ascent:

general case
|

m Given a stochastic function of parameters:
Want to find maximum

m Start from w(©)

m Repeat until convergence:
Get a sample data point xt
Update parameters:

m Works on the online learning setting!
m Complexity of each gradient step is constant in number of examples!
m In general, step size changes with iterations
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What you should know...
" JEE
m Classification: predict discrete classes rather than
real values

m Logistic regression model: Linear model
Logistic function maps real values to [0,1]

m Optimize conditional likelihood
m Gradient computation

m Overfitting

m Regularization

m Regularized optimization

m Cost of gradient step is high, use stochastic
gradient descent
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Stopping criterion
" —
mHP %7, w)) — A |w]|2

m Regularized logistic regression is strongly concave
Negative second derivative bounded away from zero:

m Strong concavity (convexity) is super helpful!

m For example, for strongly concave /(w):

* 1 2
Uw™) = Uw) < S [IVEw)]l2
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Convergence rates for gradient

descent/ascent
" S

m Number of Iterations to get to accuracy
l(w*) —b(w) < ¢

m If func Lipschitz: O(1/€?)
m If gradient of func Lipschitz: O(1/e)

m If func is strongly convex: O(In(1/€))
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