Distributed Hash Tables




What is a DHT?

e Hash Table

e data structure that maps “keys” to “values”

e essential building block in software systems
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How do DHTs work?

Every DHT node supports a single operation:
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Fundamental Design Idea |

® Consistent Hashing

® Map keys and nodes to an identifier space; implicit
assignment of responsibility
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Fundamental Design Idea |

® Prefix / Hypercube routing




State Assignment in Chord
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Chord Topology and Route Selection
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How to design a DHT?

e State Assignment:

e what “(key, value) tables” does a node store?

e Network Topology:

e how does a node select its neighbors?
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Dynamo

® Real DHT (1-hop) used inside datacenters

® E.g., shopping cart at Amazon




Context

® SLA: 99.9th delay latency < 300ms




Quorums

® Sloppy quorum: first N reachable nodes after the
- home node on a DHT




Eventual Consistency

® accept writes at any replica
® allow divergent replicas

® allow reds to see stale or conflicting data




More Details

® Coordinator: successor of key on a ring

® Coordinator forwards ops to N other nodes on the
ring

® Each operation is tagged with the coordinator
timestamp




