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Texts
· Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern Approach

· Lisp Programming Book if you need one to refresh your memory about Lisp programming. I recommend Common Lisp : A Gentle Introduction to Symbolic Computation by David S. Touretzky, though any available book should do. I also have several I can lend.

· Several papers to be distributed in class.

Evaluation and Assignments

· Class participation (10%) 

· Approximately four written/programming assignments (35%)

· Midterm exam (20%).  Tentative date for midterm: Friday November 3.

· Final project (35%). The project will be completed in teams of two, three, or four, and will involve building an agent in a simulated world that will then be "stress tested," in the world, or might compete with other agent solutions.  We will provide at least two agent testbeds.

Tentative List of Topics

Topic
Lects
Reading

Introduction and overview

· AI, the text, course perspective 

· LISP review, building a simple agent
3
Chapters 1 and 2

Search

· The state-space search paradigm 

· Uninformed and informed approaches
2
Chapters 3 and 4

Logic and deduction

· Logic’s role in AI 

· Syntax and semantics 

· Time, change, sets, arithmetic. 

· Automated deduction: forward and backward chaining, resolution
4
Chapters 6, 7, 9, 10

Planning

· The basic planning problem and representation. 

· Planning algorithms: total order, partial order, decomposition, transformation. 

· Extended representations: conditional effects, quantification, resources. 

· Planning and execution: conditionals, replanning. 

· Planning and uncertainty: incomplete information, faulty sensors and effectors.
9
Chapters 11, 12, 13 Several UW papers.

Uncertainty and decision making

· The role of probability theory in AI. 

· Probabilistic networks and inference. 

· Basic decision theory and influence diagrams. 

· Value of information. 

· Complex decision making.
6
Chapters 15, 16, 18 Several UW papers.

Learning

· Inductive learning 

· Reinforcement learning 

· Knowledge-based learning (EBL)
6
Chapter 18, 20, 21

