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9 1 mtoduction

e D irect TP -a client sends a request to a server, w aits
(synchronously) forthe server to mun the transaction
and possibly retum a =ply €g., RPC)
e Problem sw ith D irect TP
- Serverorclient-server com m unications is down
when the clientw ants to send the request

- Clientorclient-server com m unications is dow n
w hen the serverw ants to send the reply

— If the server fails, how does the client find outw hat
happened t© its ocutstending requests?

- Load balancing acrossm any servers

2/2/05_

Priority-Joased scheduling of busy servers B

PersistentQ ueuing
® Queuing - controlling w ork requests by m oving
them through persistent transactional queues

@ Enqueue @ Dequeue@

e Benefits of queuing
- clientcan send a request to an unavaibble server
— servercan send a 1=ply to an unavailble client
- since the queue ispersistent, a clientcan (In principle)
find ocut the state of a request
- can dequeue requests based on priority

— can have m any servers feed off a single queue
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O therB enefits

® Queue m anageras a protocolgatew ay
- need to supportm ulbple protocols n justone system
environm ent
- can be a trusted client of other system s to bridge security
barrers
e Explicit traffic control, w ithoutm essage loss
e Safe place to do m essage translation betw een
application form ats
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9 2 Transaction Sem antics ServerV iew
e The queue is a ttansactional resource m anager
e Serverdequeues requestw ithin a transaction
e Tf the ttansaction aborts, the dequeue isundone,
0 the request is retumed to the queue
Server's request queue

Client & Server Program

B Start

\Dequeue(Req, Q1)

- process request Req
Client's . — Enqueue(Reply, Q2)

reply queue Commit
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T ransacton Sem antics
ServerV iew (cont'd)

e Serverprogram isusually aw orkflow controller
e Tt functions as a digpatcherto

- geta request,

- call the appropriate transaction server, and

- retum the reply to the client.
e Abort-count lin itand enorqueue to dealw ith

requests that repeatedly lead t© an aborted
transaction
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T ransacton Sem antics
ClientView (cont/d)

e C lient transactions are very lightw eight
e Still, every requestnow requires 3 transactions,
tw o on the clientand one on the server
— M oreover, if the queue m anager is an independent
resource m anager (ather than being partof the

database system ), then T1ansaction 2 requires
tw o phase comm it

® So queuing’sbenefits com e ata cost

2/22/05

T ransacton Sem antics - C lientV iew

e C lient muns one transaction to enqueue a requestand
a second transaction to dequeue the 1eply

Txnl: Start
get input Q1
construct request

Enqugue(Request, Q1) \E

Commit process request Req
Txn3: Start Enqueue(Reply, Q2)

Q2 :
Dequeue(Reply, Q2) «— Commit
decode reply
process output

Commit
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Txn2: Start
Dequeue(Req, Q1)

C lientR ecovery
e Tfa clienttim esoutw aiting fora reply, tcan
determ ine the state of the request from  the queues
- rquestisn Q1, reply is In Q 2, orrequest is executing
e A saum e each requesthas a globally unique ID
e Tf client fafls and then recovers, a request could be
In one of 4 sates:
- A .Txnl didn'tcomm it— no m essage in eitherqueue.
- B.Txnl comm ited but server's Txn2 did not -
request Is either In request queue orbeing processed
- C.Txn2 comm itted but Txn3 did not - reply is In the
1eply queue

C lientR ecovery ()

e So, if the clientknow s the request id R , itcan
determ Ine sate C and m aybe state B .

e W hatifno queued m essage hasthe d R ?
Couldbe msateA ,B,orD.

e Can further clarify m atters if the clienthas a local
database thatcan mn 2-phase comm itw ith the
queue m anager
— U se the Iocaldatabase to store the sate of the request
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— D .Txn3 comm ited — no m essage in eitherqueue
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Transacton Sem antics - C lientV iew

Txn0: Start Notin the textbook
construct request & store it in local DB
State(R) = “NotSubmitted”
Commit
Txnl: Start Q1
Get Request R from local DB Txn2: Start
Enqueue(Reques_t R, Q1) Dequeue(Req, Q1)
State(R) = “Submitted process request Req
Commit
Enqueue(Reply, Q2)

Txn3: Start w—QZ Commit
Dequeue(Reply for R, Q2)
decode reply & process output

State(R) = “Done”
Commit
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ClientRecovery (3) Motk the

textbook
e Tf client fails and then recovers, a requestR could

e In one of 4 sates:

- A .Txnl didn’tocomm it— LocalDB saysR is
N otSubm itted.

- B.Txnl comm ited but server’'s Txn2 did not - Local
DB saysR isSubm ited and R is either n requestqueue
orbeing processed

- C.Txn2 comm ited but Txn3 did not— LocalDB saysR
is Subm itted and R ‘s reply is In the reply queue

- D .Txn3 comm ited - LocalDB saysR isDone

e Todistnguish B and C, client first checks request
queue (if desired) and then polls reply queue.
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C lientR ecovery w ith Persistent Sessions
e Now clientcan figure out

e A — if lastenqueued request isnotR

e D - if lastdequeued reply isR

® B - no evidence ofR and not satesA ,C,orD .

Il Let R be id of client’s last request
/I Assume client ran Txn0 for R before Txnl
Client connects to request and reply queues;
If (id of last request enqueued ,, R) { resubmit request }
elseif (id of last reply message dequeued ,, R)
{ dequeue (and wait for) reply withid R }
else /I R was fully processed, nothing to recover
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Persistent Sessions
e Suppose clientdoesn’thave a local database that
mmns 2PC w ith the queue m anager.
e The queue m anager can help by persistently
1em em bering each client’s lJast operation, w hich is
retumed w hen the client connects to a queue ...
am ounts to a persistent session
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N on-U ndoable O perations

e How t© handle non-undoable non-idem potent
operations In txm3 ?

Txn3: Start
Dequeue(Reply for R, Q2)
decode reply & process output
State(R) = “Done” “ Cazshl
Commit =>R wasprocessed.
ButTxn3 aborts.
SoR isback on Q2.

e Tf the operation isundoable, then undo it.
e Tf it’s idem potent, it's safe to repeat it.
e If it'sneither, ithad betterbe tesable.
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Testable O perations
e Testable operations

- A fier the operation muns, there is a test operation that
the clientcan execute to tellw hether the operation ran

- Typically, the non-undoable operation retums a
description of the state of the device (pefore-state) and
then changes the state of the device

- the test operation retums a description of the state of
the device.

- E g., State description can be a unique
ticket/check form num berunder the printhead
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R ecovery Procedure for State C

To process a reply
1. Start a transaction
2. Dequeue the reply

— 3. If there’s an garher logged device statg for this
m reply and it differs from the current device state,
then ask the operator whether to abort this txn

4. Persistently log the current device state with
the reply’s ID. This operation is permanent
whether or not this transaction commits.

) 5. Perform the operation on the physical device

6. Commit
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O ptim izations
e Tn effect, the previous procedure m akes the action
“process output” idem potent.
e If “process output” sentam essage, itm ay notbe
tesable, so m ake sure it's dem potent!
- iftxn3 is sending a receipt, Hoel itby the serialnum berof
the request, 0 itcan be senttw ice
e Log device sate as part of D equeue operation
(savesan I0)
- ie., mun step 3 before step 2
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93 QueueM anager

® A queue supportsm ost file-oriented operations
- create and destroy queue database
— create and destroy queue
- chow and m odify queue’s attributes g . security)
— open-scan and getnextelem ent
- enqueue and dequeue
e nextelam entorelem ent dentified by index
¢ nside oroutside a ttansaction
- 1ead elem ent
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QueueM anager (cont’/d)

e A 1so has som e com m unication types of operations
- startand stop queue
- volatile queues (lostn a system failure)
- persistent sessions (explained earlier)
e System m anagem entoperations
- monitorload
- reporton failures and recoveries
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Exam ple of Enqueue Param eters
(IBM M Q Series)

e System -generated and application-assigned m essage s

e Nam e of destination queue and reply queue (optional)

e Flag indicating if m essage is persistent

® M essage type -datagram , request, reply, report

® M essage priority

e Conelation id to link reply to request

e Expiry tine

e A pplication-defined fom attype and code page (for TL8N )
R eportoptions - confirm on arrival W hen enqueued)?,

on delivery (when dequeued)?, on expiry?, on exception?
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Priority O rdering
e Prioritize queue elem ents
¢ D equeue by priority
e Abortm akes strict priority-orderad dequeue too
SXpenswve
— oould neverhave tw o elem ents of different priorities
dequeued and uncom m itted concurently

e Butsom e system s require it for legal reasons

- stock trades m ustbe processed In tim estam p oxder
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Routing

e Forw arding of m essages betw een queues
- transactional, to avoid lostm essages
- batrh forw axding of m essages, forbetter throughput
— can be in plem ented as an oxdary transaction server
e O ften, a lightw eight client in plem entation supports
a clientqueue,
— captures m essages w hen client is disconnected, and
— forw ards them w hen com m unication to queue sexrver is
re-established
e Tmplies system m gm trequirem entto digplay
topology of forw arding links
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StateoftheArt

e A llapp s=xvers supportsom e form of queuing
e A new trend isto add queuing to the SQL DBM S
- Omaclkhas it. Avoids 2PC forTxn2, allow squeries, ... .
® Queuing ishard to build well. 's a productor
m ajor sub-system , not justa feature.
¢ Lots of queuing products w ith sm allm arket share.
e Som em ajrones are
- IBBM ‘sM Q Series
- BEA System sM essageQ
- M icrosoftM essage Q ueung

2/22/05 2

Appendix A :M arshaling
e Callerof Enqueue and D equeue needs to m arshaland
unm arshaldata Into variables
e Tnstead, use the autom atic m arshaling of RPC
e Here’show RPC works:

Client's System Serwer's System

App Proxy  Runtine Runtine _ Stub App
callp —+pack | | end Cakll el ] urps :k__’gp
argu- packet agu-
ments ments v

wai work

retim 4— unpack e—| Yoo Rewrm|l g 4— P T et

ooalky |mauls packet] esl

Adapting RPC M arshaling forQ ueues

e T effect, use queuing as a transport forR PC
e Example - Queued ComponentinM SM Q
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Client's System SeVEr  server'sSysem |
: request 5
App Proxy Runtine queue |Runtine Stub App
callp — pack | enqueue _’%—I dequeug— unpack—-» P
agu- | | equest ]| mquesy | agu-| |
A ments v
Vo " k.
wailt || client w?
reply
v queue v
retum unpack l| Gequeues enquen pad]qg || erm
o app results =ply i ] s
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W orkflow

e A muld-tansaction request is called a w orkflow
e Tntegrated w orkflow products are now being offered.
— IBBM M QSeriesW orkflow ,M S BizT'alk O rchestration,
TIBCO ,JetFom ,BEA W ebLogic Process tegrator, A ction, ...
— Seealowww workflow sofiw are.com ,www w fm corg
e They have special features, such as
- flow graph Inguage fordescribing processes consisting of steps,
w ith preconditions form oving betw een steps
— representation of organizational stucture and ks
fn anual step can be perform ed by a person n a ok, w ith
ocom plex 10k resolution procedure)
— tacing of steps, Jocating -flightw orkflow s
— ad hoc w orkflow , Integrated w ith em ail (casemgm t)
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Appendix B :M ult-Transaction R equests

® Som e requests cannot execute as one transaction because
- Eexecutes too Iong (causing lock contention) or
- Respurcesdon’tsupporta com patible 2-phase comm tprotoaol.
e Transaction m ay mn o long because
- Erequiesdisly I0 w ith user
- Pecpk orm achhes are unavaibble hotelreservation system ,
m anagerw ho approves the request)
- Trequires bng-minning real-w orld actions
(get2 estim ates before settling an insurance clain )
e Transaction m ay be required to run IndependentA C D
trEnsactions In subsystem s (placing an order, scheduling a
shipm ent, reporting com m ission)
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M anaging W orkflow w ih Q ueues

e Eachworkflow step isarequest

e Send the requestto the queue of the server that can process
the request

e Serveroutputs request(s) forthe next step (s) of the
w orkflow

Submit expense Validate Get Manager
claim claim Approval
; Request -
tI_Efr_naltI_ Automatic éuthonzte
notification Deposit aymen
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W orkflow sCan 'V iolate
A tom icity and Isolation

e Sinceaw orkflow mnsasm any transactions,
— itm ay notbe serializablk rehtive to otherw orkflow s
— itm ay notbe all-ornothing

e Consideramoney transfermn as2 tms, T, & T,
- Conflicting m cney transfers could mn between T, & T,
- A faflire after T, m JhtpreventT, fiom mnning
— These problem s require application-specific ogic
- Eg.T,mustsend ack to T, ‘snode. I£ T, ‘snode tin es

outw aiting forthe ack, ittakes action, possibly
com pensating forT;
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A utom ated Com pensation

e Thaworkflow specification, foreach step, dentify
a oom pensation . Specification is called a saga.

o Tfaworkflow stopsm aking progress,
mn com pensations forall com m ited steps,
In reverse order (ke transaction abort) .

e Need to ensure thateach com pensation’s input is
availble g.log i) and that itdefinitely can run
(enforce constraints untilw orkflow com pletes).

e Conceptis sdll at the research stage.
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Pseudo-conversations

Sinple solution I early TP system products
e A conversational transaction Iteractsw ith its userduring
Its execution
e This isa sequentialw orkflow betw een user & server.
e Since this is Iong-munning, it should nin asm ulbple requests
e Since there are exactly tw o participants, justpass the requesy
back and forth
— requestcarries allw orkflow context
- requestis recoverable, e g. send feceive is Iogged orrequestis
stored i shared disk area
e This sim ple m echanism hasbeen superceded by queues and
general-purpose w orkflow system s.
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M antaining W orkflow State

® Queue elem ents and pssudo-conversation requests are
places places forpersistentw orkflow state. O ther exam ples:
- Brow seroockies (files thatare read & ritten by hittp requests),
containing userprofile inform ation
- Shopping cart (in w eb server cache ordatabase)
e Such state m anagem entarises w ithin a transaction too
— Sewerscansa fik.Each tim e ithits a relkevantrecord, retum it.

— Issue: Btercallsm ustgo to the sam e server, since only itknow s
w here the transaction’s last call leftoff.

— Sol'n 1:keep state n them essage (ke pssudo-conversation)
— Soln 2: firstcallgets a binding hand’e to the server, so btercalls
go to it. Serverneeds to release state w hen clientdissppears
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Appendix C :M icrogoftM essage Q ueuing

MsSMQ)

o Clients enqueuefequene to queue sewvers
— API-Open/ bse, Send Receive
— Each queue isnam ed i the A ctive D frectory
— Additonal functions: C reate/h elete queue, Locate queue, SetS et
queue properties, Set/s etqueue security
® SendReceive can be
— Transactionalon persisentqueues (ansparently gets transaction
context), using D TC
- N on-transactional on persistentArolatie queues
e Tndependentclienthasa local persistent queue store.
— Processes ops Jocally, asynchronously sends to a server

— D ependentclientissuesRPC to a queue server
(easier to adm hister, few er resources required)
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M SM Q Servers

® Storesmessges

e Dynam icm In-costrouting

e Voltle orpersigent (tmal)
store and forw ard

e  Supportlocal /dependent
clients and forw arding from
sevvers / independent clients

e ProvidesM SM Q Explorer

- Topobgies, outing, mgn t

e Security via ACLs, joumals,

public key authentication
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M SM Q Iteroperation
e Exchange Connector - Send and receive m essages
and form s through Exchange Serverand M SM Q

e M A PTtransport - Send and receive m essages and
form s throughM APTIandM SM Q
e ViaLevel8 System s,
- Clients-M VS,AS/400,VM S,HP-Unik, Sun-Solaris,
AIX,0S/2 clients
- hteroperates w ith IBM M Q Series
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