Note: This document has been adapted from a similar review session for Stanford's CS224W (Autumn 2018). It was originally compiled by Jessica Su, with minor edits by Jayadev Bhaskaran.

## 1 Proof techniques

Here we will learn to prove universal mathematical statements, like "the square of any odd number is odd". It's easy enough to show that this is true in specific cases - for example, $3^{2}=9$, which is an odd number, and $5^{2}=25$, which is another odd number. However, to prove the statement, we must show that it works for all odd numbers, which is hard because you can't try every single one of them.

Note that if we want to disprove a universal statement, we only need to find one counterexample. For instance, if we want to disprove the statement "the square of any odd number is even", it suffices to provide a specific example of an odd number whose square is not even. (For instance, $3^{2}=9$, which is not an even number.)

Rule of thumb:

- To prove a universal statement, you must show it works in all cases.
- To disprove a universal statement, it suffices to find one counterexample.
(For "existence" statements, this is reversed. For example, if your statement is "there exists at least one odd number whose square is odd, then proving the statement just requires saying $3^{2}=9$, while disproving the statement would require showing that none of the odd numbers have squares that are odd.)


### 1.0.1 Proving something is true for all members of a group

If we want to prove something is true for all odd numbers (for example, that the square of any odd number is odd), we can pick an arbitrary odd number $x$, and try to prove the statement for that number. In the proof, we cannot assume anything about $x$ other than that it's an odd number. (So we can't just set $x$ to be a specific number, like 3 , because then our proof might rely on special properties of the number 3 that don't generalize to all odd numbers).

Example: Prove that the square of any odd number is odd.
Proof: Let $x$ be an arbitrary odd number. By definition, an odd number is an integer that can be written in the form $2 k+1$, for some integer $k$. This means we can write $x=2 k+1$, where $k$ is some integer. So $x^{2}=(2 k+1)^{2}=4 k^{2}+4 k+1=2\left(2 k^{2}+2 k\right)+1$. Since $k$ is an integer, $2 k^{2}+2 k$ is also an integer, so we can write $x^{2}=2 \ell+1$, where $\ell=2 k^{2}+2 k$ is an integer. Therefore, $x^{2}$ is odd.
Since this logic works for any odd number $x$, we have shown that the square of any odd number is odd.

### 1.1 Special techniques

In addition to the "pick an arbitrary element" trick, here are several other techniques commonly seen in proofs.

### 1.1.1 Proof by contrapositive

Consider the statement "If it is raining today, then I do not go to class."
This is logically equivalent to the statement "If I go to class, then it is not raining today."
So if we want to prove the first statement, it suffices to prove the second statement (which is called the contrapositive).

Note that it is not equivalent to the statement "If I do not go to class, then it is raining today" (this is called the fallacy of the converse).
Example: Let $x$ be an integer. Prove that $x^{2}$ is an odd number if and only if $x$ is an odd number.

Proof: The "if and only if" in this statement requires us to prove both directions of the implication. First, we must prove that if $x$ is an odd number, then $x^{2}$ is an odd number. Then we should prove that if $x^{2}$ is an odd number, then $x$ is an odd number.

We have already proven the first statement, so now we just need to prove the second statement. The second statement is logically equivalent to its contrapositive, so it suffices to prove that "if $x$ is an even number, then $x^{2}$ is even."

Suppose $x$ is an even number. This means we can write $x=2 k$ for some integer $k$. This means $x^{2}=4 k^{2}=2\left(2 k^{2}\right)$. Since $k$ is an integer, $2 k^{2}$ is also an integer, so we can write $x^{2}=2 \ell$ for the integer $\ell=2 k^{2}$. By definition, this means $x^{2}$ is an even number.

### 1.1.2 Proof by contradiction

In proof by contradiction, you assume your statement is not true, and then derive a contradiction. This is really a special case of proof by contrapositive (where your "if" is all of mathematics, and your "then" is the statement you are trying to prove).
Example: Prove that $\sqrt{2}$ is irrational.
Proof: Suppose that $\sqrt{2}$ was rational. By definition, this means that $\sqrt{2}$ can be written as $m / n$ for some integers $m$ and $n$. Since $\sqrt{2}=m / n$, it follows that $2=m^{2} / n^{2}$, so $m^{2}=2 n^{2}$. Now any square number $x^{2}$ must have an even number of prime factors, since any prime factor found in the first $x$ must also appear in the second $x$. Therefore, $m^{2}$ must have an even number of prime factors. However, since $n^{2}$ must also have an even number of prime factors, and 2 is a prime number, $2 n^{2}$ must have an odd number of prime factors. This is a contradiction, since we claimed that $m^{2}=2 n^{2}$, and no number can have both an even number of prime factors and an odd number of prime factors. Therefore, our initial assumption was wrong, and $\sqrt{2}$ must be irrational.

### 1.1.3 Proof by cases

Sometimes it's hard to prove the whole theorem at once, so you split the proof into several cases, and prove the theorem separately for each case.

Example: Let $n$ be an integer. Show that if $n$ is not divisible by 3 , then $n^{2}=3 k+1$ for some integer $k$.

Proof: If $n$ is not divisible by 3 , then either $n=3 m+1$ (for some integer $m$ ) or $n=3 m+2$ (for some integer $m$.
Case 1: Suppose $n=3 m+1$. Then $n^{2}=(3 m+1)^{2}=9 m^{2}+6 m+1=3\left(3 m^{2}+2 m\right)+1$. Since $3 m^{2}+2 m$ is an integer, it follows that we can write $n^{2}=3 k+1$ for $k=3 m^{2}+2 m$.
Case 2: Suppose $n=3 m+2$. Then $n^{2}=(3 m+2)^{2}=9 m^{2}+12 m+4=9 m^{2}+12 m+3+1=$ $3\left(3 m^{2}+4 m+1\right)+1$. So we can write $n^{2}=3 k+1$ for $k=3 m^{2}+4 m+1$.

Since we have proven the statement for both cases, and since Case 1 and Case 2 reflect all possible possibilities, the theorem is true.

### 1.2 Proof by induction

We can use induction when we want to show a statement is true for all positive integers $n$. (Note that this is not the only situation in which we can use induction, and that induction is not (usually) the only way to prove a statement for all positive integers.)
To use induction, we prove two things:

- Base case: The statement is true in the case where $n=1$.
- Inductive step: If the statement is true for $n=k$, then the statement is also true for $n=k+1$.

This actually produces an infinite chain of implications:

- The statement is true for $n=1$
- If the statement is true for $n=1$, then it is also true for $n=2$
- If the statement is true for $n=2$, then it is also true for $n=3$
- If the statement is true for $n=3$, then it is also true for $n=4$
- ...

Together, these implications prove the statement for all positive integer values of $n$. (It does not prove the statement for non-integer values of $n$, or values of $n$ less than 1.)

Example: Prove that $1+2+\cdots+n=n(n+1) / 2$ for all integers $n \geq 1$.
Proof: We proceed by induction.
Base case: If $n=1$, then the statement becomes $1=1(1+1) / 2$, which is true.

Inductive step: Suppose the statement is true for $n=k$. This means $1+2+\cdots+k=$ $k(k+1) / 2$. We want to show the statement is true for $n=k+1$, i.e. $1+2+\cdots+k+(k+1)=$ $(k+1)(k+2) / 2$.

By the induction hypothesis (i.e. because the statement is true for $n=k$ ), we have $1+2+$ $\cdots+k+(k+1)=k(k+1) / 2+(k+1)$. This equals $(k+1)(k / 2+1)$, which is equal to $(k+1)(k+2) / 2$. This proves the inductive step.

Therefore, the statement is true for all integers $n \geq 1$.

### 1.2.1 Strong induction

Strong induction is a useful variant of induction. Here, the inductive step is changed to

- Base case: The statement is true when $n=1$.
- Inductive step: If the statement is true for all values of $1 \leq n<k$, then the statement is also true for $n=k$.

This also produces an infinite chain of implications:

- The statement is true for $n=1$
- If the statement is true for $n=1$, then it is true for $n=2$
- If the statement is true for both $n=1$ and $n=2$, then it is true for $n=3$
- If the statement is true for $n=1, n=2$, and $n=3$, then it is true for $n=4$
- ...

Strong induction works on the same principle as weak induction, but is generally easier to prove theorems with.

Example: Prove that every integer $n$ greater than or equal to 2 can be factored into prime numbers.

Proof: We proceed by (strong) induction.
Base case: If $n=2$, then $n$ is a prime number, and its factorization is itself.
Inductive step: Suppose $k$ is some integer larger than 2, and assume the statement is true for all numbers $n<k$. Then there are two cases:

Case 1: $k$ is prime. Then its prime factorization is just $k$.
Case 2: $k$ is composite. This means it can be decomposed into a product $x y$, where $x$ and $y$ are both greater than 1 and less than $k$. Since $x$ and $y$ are both less than $k$, both $x$ and $y$ can be factored into prime numbers (by the inductive hypothesis). That is, $x=p_{1} \ldots p_{s}$ and $y=q_{1} \ldots q_{t}$ where $p_{1}, \ldots, p_{s}$ and $q_{1}, \ldots, q_{t}$ are prime numbers.

Thus, $k$ can be written as $\left(p_{1} \ldots p_{s}\right) \cdot\left(q_{1} \ldots q_{t}\right)$, which is a factorization into prime numbers. This proves the statement.

## 2 Important fact from calculus

The definition of the exponential function says that

$$
e^{x}=\lim _{n \rightarrow \infty}\left(1+\frac{x}{n}\right)^{n}
$$

In particular, this means that $\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}=e$ and $\lim _{n \rightarrow \infty}\left(1-\frac{1}{n}\right)^{n}=\frac{1}{e}$.

## 3 Probability

### 3.1 Fundamentals

The sample space $\Omega$ represents the set of all possible things that can happen. For example, if you are rolling a die, your sample space is $\{1,2,3,4,5,6\}$.

An event is a subset of the sample space. For example, the event "I roll a number less than 4 " can be represented by the subset $\{1,2,3\}$. The event "I roll a 6 " can be represented by the subset $\{6\}$.

A probability function is a mapping from events to real numbers between 0 and 1 . It must have the following properties:

- $P(\Omega)=1$
- $P(A \cup B)=P(A)+P(B)$ for disjoint events $A$ and $B$ (i.e. when $A \cap B=\emptyset$ )

Example: For the dice example, we can define the probability function by saying $P(\{i\})=$ $1 / 6$ for $i=1, \ldots, 6$. (That is, we say that each number has an equal probability of being rolled.) All events in the probability space can be represented as unions of these six disjoint events.

Using this definition, we can compute the probability of more complicated events, like

$$
P(\text { we roll an odd number })=1 / 6+1 / 6+1 / 6=1 / 2 .
$$

(Note that we can add probabilities here because the events $\{1\},\{3\}$, and $\{5\}$ are disjoint.)

### 3.2 Principle of Inclusion-Exclusion

When $A$ and $B$ are not disjoint, we have

$$
P(A \cup B)=P(A)+P(B)-P(A \cap B)
$$

Proof: You can derive this theorem from the probability axioms. $A \cup B$ can be split into three disjoint events: $A \backslash B, A \cap B$, and $B \backslash A$. Furthermore, $A$ can be split into $A \backslash B$ and $A \cap B$, and $B$ can be split into $B \backslash A$ and $A \cap B$. So

$$
\begin{aligned}
P(A \cup B) & =P(A \backslash B)+P(A \cap B)+P(B \backslash A) \\
& =P(A \backslash B)+P(A \cap B)+P(B \backslash A)+P(A \cap B)-P(A \cap B) \\
& =P(A)+P(B)-P(A \cap B)
\end{aligned}
$$

Example: Suppose $k$ is chosen uniformly at random from the integers $1,2, \ldots, 100$. (This means the probability of getting each integer is $1 / 100$.) Find the probability that $k$ is divisible by 2 or 5 .

By the Principle of Inclusion-Exclusion, $P(k$ is divisible by 2 or 5$)=P(k$ is divisible by 2$)+$ $P(k$ is divisible by 5$)-P(k$ is divisible by both 2 and 5$)$.
There are 50 numbers divisible by 2,20 numbers divisible by 5 , and 10 numbers divisible by 10 (i.e., divisible by both 2 and 5). Therefore, the probability is $50 / 100+20 / 100-10 / 100=$ $60 / 100=0.6$.

### 3.3 Union bound

For any collection of $n$ events $A_{1}, \ldots, A_{n}$, we have

$$
P\left(\bigcup_{i=1}^{n} A_{i}\right) \leq \sum_{i=1}^{n} P\left(A_{i}\right)
$$

Proof: We can prove this by induction (for finite $n$ ).
Base case: Suppose $n=1$. Then the statement becomes $P\left(A_{1}\right) \leq P\left(A_{1}\right)$, which is true.
Inductive step: Suppose the statement is true for $n=k$. We must prove that the statement is true for $n=k+1$. We have

$$
\bigcup_{i=1}^{k+1} A_{i}=\left(\bigcup_{i=1}^{k} A_{i}\right) \cup A_{k+1}
$$

and by the Principle of Inclusion-Exclusion,

$$
P\left(\bigcup_{i=1}^{k+1} A_{i}\right) \leq P\left(\bigcup_{i=1}^{k} A_{i}\right)+P\left(A_{k+1}\right)
$$

By the induction hypothesis, the first term is less than or equal to $\sum_{i=1}^{k} P\left(A_{i}\right)$. So

$$
P\left(\bigcup_{i=1}^{k+1} A_{i}\right) \leq \sum_{i=1}^{k+1} P\left(A_{i}\right)
$$

proving the theorem.
Example: Suppose you have a 1 in 100000 chance of getting into a car accident every time you drive to work. If you drive to work every day of the year, how likely are you to get in a car accident on your way to work?

Answer: The union bound will not tell you exactly how likely you are to get in a car accident. However, it will tell you that the probability is upper bounded by $365 / 100000$.

### 3.4 Conditional Probability and Bayes' Rule

Suppose you are administering the GRE, and you discover that $2.5 \%$ of students get a perfect score on the math section. ${ }^{1}$ By itself, this is not a very useful statistic, because the scores on the math section vary substantially by major. You dig a little deeper and find that $7.5 \%$ of physical sciences students get a perfect score, $6.3 \%$ of engineering students get a perfect score, and most other majors do substantially worse. ${ }^{2}$

In the language of conditional probability, we would say that the probability of getting a perfect score, given that you are a engineering major, is $6.3 \%$ :

$$
P(\text { perfect score } \mid \text { engineering major })=0.063
$$

If we want to actually compute this probability, we would take the number of engineering majors that receive a perfect score, and divide it by the total number of engineering majors. This is equivalent to computing the formula

$$
P(\text { perfect score } \mid \text { engineering major })=\frac{P(\text { perfect score } \cap \text { engineering major })}{P(\text { engineering major })}
$$

(In general, we can replace "perfect score" and "engineering major" with any two events, and we get the formal definition of conditional probability.)

Example: Suppose you toss a fair coin three times. What is the probability that all three tosses come up heads, given that the first toss came up heads?

Answer: This probability is

$$
\frac{P(\text { all three tosses come up heads and the first toss came up heads })}{P(\text { the first toss came up heads })}=\frac{1 / 8}{1 / 2}=\frac{1}{4}
$$

### 3.4.1 Independence

Two events are independent if the fact that one event happened does not affect the probability that the other event happens. In other words

$$
P(A \mid B)=P(A)
$$

This also implies that

$$
P(A \cap B)=P(A) P(B)
$$

Example: We implicitly used the independence assumption in the previous calculation, when we were computing the probability that all three coin tosses come up heads. This probability is $1 / 8$ because the probability that each toss comes up heads is $1 / 2$, and the three events are independent of each other.

[^0]
### 3.4.2 Bayes' Rule

We can apply the definition of conditional probability to get

$$
P(A \mid B)=\frac{P(A \cap B)}{P(B)}=\frac{P(B \mid A) P(A)}{P(B)}
$$

In addition, we can say

$$
P(A \mid B)=\frac{P(B \mid A) P(A)}{P(B)}=\frac{P(B \mid A) P(A)}{P(B \cap A)+P(B \cap \operatorname{not} A)}=\frac{P(B \mid A) P(A)}{P(B \mid A) P(A)+P(B \mid \operatorname{not} A) P(\operatorname{not} A)}
$$

Example: Suppose $1 \%$ of women who enter your clinic have breast cancer, and a woman with breast cancer has a $90 \%$ chance of getting a positive result, while a woman without breast cancer has a $10 \%$ chance of getting a false positive result. What is the probability of a woman having breast cancer, given that she just had a positive test?
Answer: By Bayes' Rule,

$$
\begin{aligned}
P(\text { cancer } \mid \text { positive }) & =\frac{P(\text { positive } \mid \text { cancer }) P(\text { cancer })}{P(\text { positive })} \\
& =\frac{P(\text { positive } \mid \text { cancer }) P(\text { cancer })}{P(\text { positive } \mid \text { cancer }) P(\text { cancer })+P(\text { positive } \mid \text { not cancer }) P(\text { not cancer })} \\
& =\frac{0.9 \cdot 0.01}{0.9 \cdot 0.01+0.1 \cdot 0.99} \\
& =8.3 \%
\end{aligned}
$$

### 3.5 Random variables

A random variable $X$ is a variable that can take on different values depending on the outcome of some probabilistic process. It can be defined as a function $X: \Omega \rightarrow \mathbb{R}$ that yields a different real number depending on which point in the sample space you choose.

Example: Suppose we are tossing three coins. Let $X$ be the number of coins that come up heads. Then $P(X=0)=1 / 8$.

### 3.5.1 PDFs and CDFs

A random variable can take on either a discrete range of values or a continuous range of values. If it takes a discrete range of values, the function that assigns a probability to each possible value is called the probability mass function.

Example: Let $X$ be the number shown on a fair six-sided die. Then the probability mass function for $X$ is $P(X=i)=1 / 6$.
If the random variable takes a continuous range of values, the equivalent of the probability mass function is called the probability density function. The tricky thing about probability
density functions is that often, the probability of getting a specific number (say $X=3.258$ ) is zero. So we can only talk about the probability of getting a number that lies within a certain range.

We define $f(x)$ to be the probability density function of a continuous random variable $X$ if $P(a \leq X \leq b)=\int_{a}^{b} f(x) d x$. Here the probability is just the area under the curve of the PDF.

The PDF must have the following properties:

- $f(x) \geq 0$
- $\int_{-\infty}^{\infty} f(x) d x=1$
- $\int_{x \in A} f(x) d x=P(X \in A)$

The cumulative distribution function (or CDF) of a real valued random variable $X$ expresses the probability that the random variable is less than or equal to the argument. It is given by $F(x)=P(X \leq x)$.
The CDF can be expressed as the integral of the PDF, in that

$$
F(x)=\int_{-\infty}^{x} f(t) d t
$$

The CDF must have the following properties:

- $F(x)$ must be between 0 and 1
- $F(x)$ must be nondecreasing
- $F(x)$ must be right-continuous
- $\lim _{x \rightarrow-\infty} F(x)=0, \lim _{x \rightarrow \infty} F(x)=1$


### 3.6 Expectation and variance

### 3.6.1 Expectation

The expected value (or mean) of a random variable can be interpreted as a weighted average. For a discrete random variable, we have

$$
E[X]=\sum_{x} x \cdot P(X=x)
$$

For a continuous random variable,

$$
E[X]=\int_{-\infty}^{\infty} x \cdot f(x) d x
$$

where $f(x)$ is the probability density function.

Example: Suppose your happiness is a 10 when it's sunny outside, and a 2 when it's raining outside. It's sunny $80 \%$ of the time and raining $20 \%$ of the time. What is the expected value of your happiness?

Answer: $10 \cdot 0.8+2 \cdot 0.2=8.4$.

### 3.6.2 Linearity of expectation

If $X$ and $Y$ are two random variables, and $a$ is a constant, then

$$
E[X+Y]=E[X]+E[Y]
$$

and

$$
E[a X]=a E[X]
$$

This is true even if $X$ and $Y$ are not independent.

### 3.6.3 Variance

The variance of a random variable is a measure of how far away the values are, on average, from the mean. It is defined as

$$
\operatorname{Var}(X)=E\left[(X-E[X])^{2}\right]=E\left[X^{2}\right]-E[X]^{2}
$$

For a random variable $X$ and a constant $a$, we have $\operatorname{Var}(X+a)=\operatorname{Var}(X)$ and $\operatorname{Var}(a X)=$ $a^{2} \operatorname{Var}(X)$.

We do not have $\operatorname{Var}(X+Y)=\operatorname{Var}(X)+\operatorname{Var}(Y)$ unless $X$ and $Y$ are uncorrelated (which means they have covariance 0). In particular, independent random variables are always uncorrelated, although the reverse doesn't hold.

### 3.7 Special random variables

### 3.7.1 Bernoulli random variables

A Bernoulli random variable with parameter $p$ can be interpreted as a coin flip that comes up heads with probability $p$, and tails with probability $1-p$.

If $X$ is a Bernoulli random variable, i.e. $X \sim \operatorname{Bernoulli}(p)$, then $P(X=1)=p$ and $P(X=0)=1-p$.

We also have

$$
E[X]=1 \cdot p+0 \cdot(1-p)=p
$$

and

$$
\operatorname{Var}(X)=E\left[X^{2}\right]-(E[X])^{2}=p-p^{2}=p(1-p)
$$

### 3.7.2 Geometric random variables

Suppose you keep flipping a coin until you get heads. A geometric random variable with parameter $p$ measures how many times you have to flip the coin if each time it has a probability $p$ of coming up heads. It is defined by the distribution

$$
P(X=k)=p(1-p)^{k-1}
$$

Furthermore, $E[X]=1 / p$ and $\operatorname{Var}(X)=(1-p) / p^{2}$.

### 3.7.3 Uniform random variables

A uniform random variable is a continuous random variable, where you sample a point uniformly at random from a given interval. If $X \sim \operatorname{Uniform}(a, b)$, then the probability density function is given by

$$
f(x)= \begin{cases}\frac{1}{b-a} & a \leq x \leq b \\ 0 & \text { otherwise }\end{cases}
$$

We have $E[X]=(a+b) / 2$, and $\operatorname{Var}(X)=(b-a)^{2} / 12$.

### 3.7.4 Normal random variables

A normal random variable is a point sampled from the normal distribution, which has all sorts of interesting statistical properties. If $X \sim \operatorname{Normal}\left(\mu, \sigma^{2}\right)$, then the probability density function is given by

$$
f(x)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}}
$$

Also, $E[X]=\mu$ and $\operatorname{Var}(X)=\sigma^{2}$.

### 3.8 Indicator random variables

An indicator random variable is a variable that is 1 if an event occurs, and 0 otherwise:

$$
I_{A}= \begin{cases}1 & \text { if event } A \text { occurs } \\ 0 & \text { otherwise }\end{cases}
$$

The expectation of an indicator random variable is just the probability of the event occurring:

$$
\begin{aligned}
E\left[I_{A}\right] & =1 \cdot P\left(I_{A}=1\right)+0 \cdot P\left(I_{A}=0\right) \\
& =P\left(I_{A}=1\right) \\
& =P(A)
\end{aligned}
$$

Indicator random variables are very useful for computing expectations of complicated random variables, especially when combined with the property that the expectation of a sum of random variables is the sum of the expectations.

Example: Suppose we are flipping $n$ coins, and each comes up heads with probability $p$. What is the expected number of coins that come up heads?

Answer: Let $X_{i}$ be the indicator random variable that is 1 if the $i$ th coin comes up heads, and 0 otherwise. Then $E\left[\sum_{i=1}^{n} X_{i}\right]=\sum_{i=1}^{n} E\left[X_{i}\right]=\sum_{i=1}^{n} p=n p$.

### 3.9 Inequalities

### 3.9.1 Markov's inequality

For any random variable $X$ that takes only non-negative values, we have

$$
P(X \geq a) \leq \frac{E[X]}{a}
$$

for $a>0$.
You can derive this as follows. Let $I_{X \geq a}$ be the indicator random variable that is 1 if $X \geq a$, and 0 otherwise. Then $a I_{X \geq a} \leq X$ (convince yourself of this!). Taking expectations on both sides, we get $a E\left[I_{X \geq a}\right] \leq E[X]$, so $P(X \geq a) \leq E[X] / a$.

### 3.9.2 Chebyshev's inequality

If we apply Markov's inequality to the random variable $(X-E[X])^{2}$, we get

$$
\left.P\left((X-E[X])^{2}\right) \geq a^{2}\right) \leq \frac{E\left[(X-E[X])^{2}\right]}{a^{2}}
$$

or

$$
P(|X-E[X]|) \geq a) \leq \frac{\operatorname{Var}(X)}{a^{2}}
$$

This gives a bound on how far a random variable can be from its mean.

### 3.9.3 Chernoff bound

Suppose $X_{1}, \ldots, X_{n}$ are independent Bernoulli random variables, where $P\left(X_{i}=1\right)=p_{i}$. Denoting $\mu=E\left[\sum_{i=1}^{n} X_{i}\right]=\sum_{i=1}^{n} p_{i}$, we get

$$
P\left(\sum_{i=1}^{n} X_{i} \geq(1+\delta) \mu\right) \leq\left(\frac{e^{\delta}}{(1+\delta)^{1+\delta}}\right)^{\mu}
$$

for any $\delta$.
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[^0]:    ${ }^{1}$ See https://www.ets.org/s/gre/pdf/gre_guide_table4.pdf for a breakdown by specific majors.
    ${ }^{2}$ For some reason, computer science is counted as part of the physical sciences, and not as engineering.

