
Bit Allocation for Wavelet Image Compression andUniform Bit LossAlexander E. Mohr� Eve A. RiskinUniversity of Washington Richard E. LadnerAbstractWe explore the distribution of bits among waveletimage subbands that are transmitted across a chan-nel with uniform bit loss, which models interleaveddata sent across a packet erasure channel. We de-velop a closed-form expression relating the sourcerate-distortion curves to the rate-distortion curvesthat include the e�ect of expected bit losses. We usethat expression to determine optimal bit assignmentsfor each subband. Our results show that the bit al-location is biased against long codeword indexes; asa result, the bit allocation is more uniform amongsubbands in the presence of loss than under condi-tions of no loss. To demonstrate our methods, weuse a 3-level discrete wavelet transform and encodeeach subband with its own balanced tree-structuredvector quantizer of block size 2 � 2.1 ApproachThe wavelet transform is a linear orthonormal trans-form that concentrates signal energy in a small num-ber of subbands, and any error introduced in thetransform domain is quantitively identical in the sig-nal domain. A tree-structured vector quantizer isprogressive: a crude representation is transmitted�rst, followed by better and better approximationsin subsequent passes. Our approach to handling theloss of a bit in a codeword is to truncate it to thepreviously-received bits, thus treating those bits asan index to an internal node in the tree.2 Adjusted DistortionWe derive an equation for the expected distortion inthe presence of bit loss, as seen by the receiver.� Let r be the rate in bits per vector.�This work was supported by U.S. Army Research O�cegrant DAAH04-96-1-0255, an NSF Young Investigator Award,and a Sloan Research Fellowship. Departments of ElectricalEngineering and Computer Science and Engineering, Univer-sity of Washington, Box 352500, Seattle, WA 98195-2500. Thispaper appeared in the Proceedings of the 32th Annual Con-ference on Information Sciences and Systems, March 1998.Visit http://rcs.ee.washington.edu/compression/amohr/ forour other publications.
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Figure 1: The \bene�t" of a bit is the decrease indistortion due to receiving that bit. It is a positivenumber.� Let Dr be the distortion at rate r.� Let PL be the probability of losing a bit.We then letPU;k = (1� PL)PU;k�1 (1)be the probability that bit k is \useful," which wede�ne as the case in which that bit is received andthe previous bit is also \useful."Solving that recurrence yields:PU;k = (1� PL)k : (2)The \bene�t" of a bit is the decrease in distortionthat results from receiving that bit, as illustrated inFigure 1: Bk = (Dk�1 �Dk): (3)In the presence of bit loss, the k-th bit no longer re-duces the distortion by Bk, but rather by the smallerquantity PU;kBk. That change results in the follow-ing equation for the adjusted distortion:D0r = D0 � rXk=1PU;kBk: (4)In other words, the adjusted distortion for a givenrate is the distortion at rate 0 subtracted by the ad-justed bene�t of each additional bit.
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Figure 2: As bit losses increase, fewer bits areassigned to the low-frequency thumbnail subband,whereas more bits are assigned to high-frequency de-tail subbands.3 Bit AllocationBit allocation among the subbands is done with anextension [1] to the GBFOS algorithm [2]. It allo-cates bits among the various subbands such that allallocations lie on the lower convex hull of the rate-distortion curve. The e�ect of Equation 4 is to biasthe allocation against longer codeword indexes. Asthe percentage of lost bits increases, the coarse sub-bands that would normally have many bits assignedto them (corresponding to a deep tree) end up with areduced number of bits, while the �ne-scale subbandsthat would usually have few, if any, bits assigned tothem, end up receiving more (but still not as many asthe coarse ones, as shown in Figure 2). Essentially,in the presence of high bit loss rates, the bene�ts ofallocating bits to low-rate detail subbands are dimin-ished, but the bene�ts of high-rate coarse subbandsare diminished far more rapidly.4 ConclusionBit loss reduces the slope of the rate-distortion curveby a factor that is exponential in the bit rate. The ex-ponential factor implies that short codeword indexesare a�ected less than long vector indexes. As lossesincrease, an allocation that is skewed towards lowfrequency subbands will shift to an allocation that ismore evenly distributed. It is interesting to note thata scheme that equalizes the bit rate assigned to eachsubband would largely eliminate the tradeo�. Forexample, using higher dimension vectors for the �ne-scale bands would collect the information content ofeven more coe�cients into a single codeword.

5 Future WorkIn other work, we examine the e�ect of bit errors onthe same class of decompositions and develop meth-ods to detect and correct those errors. In future work,we will explore methods of using channel coding toprotect state-of-the-art image compression schemes,such as EZW [3] or SPIHT [4], as they are sent acrosslossy channels.References[1] E. A. Riskin, \Optimum bit allocation via thegeneralized BFOS algorithm," IEEE Transac-tions on Information Theory, vol. 37, pp. 400{402, Mar. 1991.[2] L. Breiman, J. H. Friedman, R. A. Olshen,and C. J. Stone, Classi�cation and RegressionTrees. The Wadsworth Statistics/Probability Se-ries, Belmont, California: Wadsworth, 1984.[3] J. M. Shapiro, \Embedded image coding usingzerotrees of wavelet coe�cients," IEEE Transac-tions on Signal Processing, vol. 41, pp. 3445{3462,Dec. 1993.[4] A. Said and W. A. Pearlman, \A new, fast, ande�cient image codec based on set partitioning inhierarchical trees," IEEE Transactions on Cir-cuits and Systems for Video Technology, vol. 6,pp. 243{250, June 1996.


