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ABSTRACT

The increase in processing power on modern mobile devices
allows for the implementation of more advanced image and
video processing algorithms, such as real-time videoconfer-
encing. In a videoconferencing setting, region of interest
encoding techniques can be applied to improve the quality
of the user’s face. In this work, three face detection tech-
niques are implemented on a mobile device and evaluated
in terms of accuracy and speed. A shape-based detection
algorithm achieves the fastest detection times of 165 msec,
but fails to accurately detect the face in all cases. Local
binary patterns and the Viola-Jones algorithm are both ca-
pable of accurately detection the face, but are significantly
slower. Several methods for increasing the speed of these
feature-based approaches are discussed. Finally, the results
of the face detection are applied to an H.264 video encoder
operating on the mobile device.

1. INTRODUCTION

Videoconferencing on mobile devices is becoming a pos-
sibility as cellular network bandwidths are rapidly increas-
ing. Two-way video communication in this setting requires
real-time processing on a cellular device. While these de-
vices are more powerful than in the past, they still offer lit-
tle computational power when compared to modern desktop
computers. Slow processors constrain the complexity of the
algorithms that can be implemented in real-time on a mo-
bile device. Furthermore, the bandwidths available on a cel-
lular network are significantly smaller than those available
on a wired network. Consequently, advanced compression
techniques are required to generate video sequences that are
useful to the end users.

In traditional videoconferencing, enhancing the quality
of the face regions is an effective method of improving the
overall perceptual quality of the video [1, 2, 3]. Videocon-
ferencing systems can also be applied to the specific task of
transmitting American Sign Language (ASL) video. Such

systems allow members of the Deaf community to commu-
nicate in their native language. Within this context, the in-
formation itself is contained in the signer’s facial expres-
sions and hand gestures. Encoding the face and hands with
higher fidelity is essential to preserving the information in
the sign language conversation [4, 5]. In both of these cases,
identifying and encoding only the important portions of the
video can result in a significant bit rate savings.

Many algorithms have been proposed to identify faces
in images or to identify and track hands in a video sequence
(see [6], [7] for surveys). Unfortunately, a large number
of these algorithms are not appropriate for low-complexity
devices. This work aims to present and analyze low com-
plexity face and hand detection algorithms that can be im-
plemented on a mobile phone. Section 2 describes the algo-
rithms that are implemented on the mobile device. Section
3 compares the detection accuracy and speed of each of the
algorithms. Finally, in Section 4, the results of the detection
algorithms are combined with an H.264 video encoder in
order to encode relevant portions of the video (e.g. the face
and hands) with higher fidelity.

2. DETECTION ALGORITHMS

In both videoconferencing and ASL video telephony, en-
coding only the relevant portions of the sequence at a high
quality can yield significant gains in compression. This
improved compression is essential for meeting the band-
width constraints of cellular networks, but requires addi-
tional computational complexity for identifying those rel-
evant regions. In this section, the face and hands of an in-
dividual are identified through the use of skin segmentation
and face detection algorithms. Based on the detected loca-
tions of the face and hands, the 16x16 macroblocks in the
video are labeled as either face, hand, or background.
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2.1. Color and shape based face detection

Face detection can be performed using shape and color in-
formation extracted from the image [1]. Skin pixels have a
color distribution that is distinct from non-skin pixels [8].
Skin detection is performed in the YUV color space. Be-
cause the H.264 encoder also operates within this color space,
no color conversion is required to perform the skin detec-
tion. The chrominance values (U and V) of skin pixels are
modeled as a bivariate Gaussian distribution. The meanµ

and covariance matrixΣ of the distribution are generated
from a sample set of skin pixels. Skin-color segmentation
is implemented by thresholding the Mahalanobis distance,
D2

M
(x), between a given pixel’s chrominance valuesx and

the skin pixel distribution.

D2

M (x) = (x − µ)T Σ−1(x − µ) < α (1)

The skin segmentation can be improved by incorporat-
ing a user-adaptive skin model. During a video call, the
skin color statistics are updated to more accurately model
those of the current user. Figure 1 illustrates the improve-
ment in the skin detection by performing this update. In this
case, the skin pixels were manually selected and added to
the model. In future work, this process can be automated.
This update can be done while the call is being connected,
by asking the user to hold her hand in a specific location. It
can also be done automatically, by first applying face detec-
tion then extracting skin pixels, as in [9].

Provided that the skin segmentation is very accurate, a
shape-based approach can be used to differentiate between
the users face and hands. Given a binary skin map, a con-
nected component analysis is used to identify the size and
location of each cluster of skin pixels. Clusters of skin pix-
els smaller than a fixed threshold are discarded as noise. The
remaining skin components are filtered with the morpholog-
ical erode operator. This shape-based approach erodes the
binary skin map using a vertically-oriented elliptical struc-
turing element. Because the human head can be roughly
modeled as an ellipse, the face is identified as the largest
connected component remaining after the erosion [6].

In the presence of noisy backgrounds or poor lighting
conditions, the skin detection can yield a non-trivial amount
of false alarms, especially if the background contains skin-
colored objects. Because of this, the morphological shape-
based face detection fails and feature based techniques are
required to identify the face region. Two feature-based de-
tection algorithms are considered: local binary patterns and
the Viola-Jones algorithm.

2.2. Local binary patterns

The first approach generates features based on local binary
patterns (LBP) of luminance pixels [10]. The LBP is cal-
culated from a neighborhood ofL pixels surrounding each

(a) Original frame

(b) Skin detection without user adaptation

(c) Skin detection with user adaptation

Fig. 1. Comparison of skin detection algorithm with and
without user adaptation.
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pixel by thresholding each neighbor based on the center
pixel’s value and mapping this to a binary number. For ex-
ample, using a 3x3 neighborhood (L = 8), a pixel whose
neighbors are all greater than itself will have a LBP of 11111111.
As a consequence of this binary representation, there are
only 28, or 256, possible binary patterns for an individual
pixel.

In order to perform the face detection, a set of LBPs are
mapped to an appropriate feature as follows. Given a candi-
date window, the classification feature is the distributionof
all of the local binary patterns in that window, e.g. the 256
bin histogram of possible binary patterns. The classifier is
trained on a set of 19x19 face images taken from the FERET
database [11]. The average of all the face histograms is used
in the classification task. Face detection is performed by
searching candidate 19x19 windows in the input image. For
each window, the histogram of LBP values is computed and
compared against the average face histogram using the Chi
square distance, as in Equation 2.HC andHT correspond
to the candidate and trained histograms, respectively.

χ2(HC ,HT ) =

256∑

i=1

(HCi − HTi)
2

HCi + HTi

(2)

If χ2(HC ,HT ) < β, the candidate window is identified
as a face. In order to identify faces at multiple scales, the
classification algorithm is run on downsampled versions of
the original image. Overlapping face regions are identified
as a single face with a bounding box corresponding to the
average of the overlapping regions.

Since each pixel in a window is compared to each of its
neighbors, the LBP classifier requiresO(WW WHL) oper-
ations, whereWW andWH are the width and height of the
window andL is the number of neighbors. To search the en-
tire image, the total number of operations isO(NWW WHL),
whereN is the number of candidate windows and is a func-
tion of the image size and number of image scales included
in the search.

One of the main computational benefits of the LBP-
based classifier is that the features themselves can be com-
puted using only fixed-point operations. This is especially
important on a mobile device in which floating-point oper-
ations must be emulated, which can be prohibitively slow.
The most computationally costly part of the LBP-based clas-
sifier is the image scaling, since a pyramid of downsam-
pled images must be generated for each scale that is to be
searched.

2.3. Viola-Jones classifier cascade

The Viola-Jones face detection algorithm [12] can also be
applied to identify the face region. This detection algorithm
uses a series of classifier stages. At each stage, simple Haar-
like rectangular features are computed in the candidate win-

dow. If the window is classified as a face, it continues to
the next stage. Each stage is increasingly complex in terms
of the number of features, in order to eliminate more non-
face windows. Only a candidate window containing a face
passes through all the stages in the classifier.

This paper uses the OpenCV implementation of the Viola-
Jones algorithm [13], which has been ported for use on the
mobile device. The OpenCV package provides a classi-
fier cascade which has been trained for frontal face views.
The Viola-Jones classifier has several computational bene-
fits. First, the classifier cascade is organized such that sim-
ple classifiers using only a few features can quickly elim-
inate non-face windows. Second, the use of the integral
image representation and simple rectangular features en-
ables the algorithm to detect faces at a range of sizes with-
out rescaling the entire image. The features themselves are
scaled to search over larger windows in the image, without
having to downsample the original image.

For an individual window, the Viola-Jones classifier re-
quiresO(FSF ) operations, whereF is the number of fea-
tures being computed andSF is the size of the feature (i.e.,
the number of pixels contained within the rectangular fea-
ture). By design, the value ofF can vary tremendously. For
windows containing a face, the candidate window passes
through each stage of the classifier and, in the classifier
used here, 2135 features in total are computed. However,
a majority of the candidate windows are rejected by the first
stage of the classifier, which computes only 3 features. To
search the entire image, the total number of operations is
O(NFSF ), whereN is the number of candidate windows
and is a function of the image size and number of image
scales included in the search.

The major drawback for implementation on a mobile
device is the number of floating point operations. There
are 21 classifier stages with between 3 and 200 features
per stage. At each stage, the features are computed and
compared against a floating point threshold, which results
in a very large number of floating point operations, espe-
cially for windows which pass through multiple classifica-
tion stages.

2.4. Hand Detection

While simply identifying the face region may be sufficient
for generic videoconferencing, further processing must be
done for American Sign Language (ASL) video. In ASL,
information is conveyed through both facial expressions and
hand gestures. In order to optimally encode ASL videos, the
hands must also be identified. Following both skin segmen-
tation and face detection, the signer’s hands are identified
as the large skin clusters not corresponding to the signer’s
face.
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3. ACCURACY AND COMPUTATIONAL RESULTS

The algorithms described in Section 2 are implemented on
an HTC Apache PocketPC with an Intel PXA270 processor
running at 416 MHz, with 64 MB RAM, and a 240x320
LCD display. The device runs the Windows Mobile op-
erating system. Three test videos of American Sign Lan-
guage are used for the evaluation. Two of the videos were
recorded using professional video equipment and downsam-
pled to QCIF resolution (176x144) at 10 frames per second.
One of these videos was recorded indoor in a studio, the
other was recorded outdoors. The third video was captured
using the camera on the PocketPC while being held by the
signer. It was downsampled from QVGA to a resolution of
160x120 at 15 frames per second.

One of the primary factors controlling the speed of the
feature based face detection algorithms are the number of
image scales included in the search space. A large number
of scales ensures that faces of any size will be found, but
each scale adds a significant amount of computation time.
The number of scales is limited by controlling the scaling
factor and the minimum/maximum expected face size in the
image. In this implementation, the scaling factor was set
to 1.25, the maximum face size was set to 60% of the im-
age width, and the minimum face size was set to 15% of
the image width. Also, at each image scale, the search is
performed for every other pixel.

The fastest face detection method is the shape-based ap-
proach, which runs at an average of 165 msec per frame.
This method is very successful when the skin detection is
very accurate. For the indoor scene, the average face de-
tection rate was 93%. However, if the skin detection yields
a non-trivial amount of false alarms, the shape-based ap-
proach completely breaks down, as is the case in the outdoor
scene, as illustrated in Figures 2(a) and 2(d).

The LBP-based classifier achieves an average detection
rate of 91%, but has a very large number of false positives,
as illustrated in Figures 2(b) and 2(e). Out of 477 frames,
the LBP classifier yielded 162 false alarms. The LBP classi-
fier was also the slowest of the three methods, running at an
average of 1841 msec per frame. Finally, the Viola-Jones
classifier achieves an average detection rate of 90% with
only 27 false alarms and runs at 1508 msec per frame.

Of the three face detection techniques, the Viola-Jones
classifier achieves the optimal trade-off between positive
detections and false alarms. However, in its default imple-
mentation, it runs at fewer than 1 frame per second. The
search speed can be improved by decreasing the number of
image scales (i.e., increasing the scaling factor) or limiting
the search space at each scale. The search space can be re-
duced by only evaluating candidate windows if they contain
skin pixels. It can also be reduced by limiting the search to
windows which were within one macroblock of a face block

in the previous frame. Table 1 demonstrates the speed im-
provements for each of these cases. At best, the Viola-Jones
algorithm runs at approximately 2.8 frames per second.

4. ENCODING PLATFORM

The frame segmentation maps are used by an H.264 video
encoding algorithm to achieve increased compression while
maintaining the quality in the region-of-interest. In order to
capture and encode video sequences in real-time, the x264
video encoder was ported to the mobile phone. x264 is
an open-source implementation of H.264 which has been
shown to be 50 times faster than the JM reference software
with little reduction in performance [14]. As demonstrated
in previous work, appropriately applying face and hand seg-
mentation maps to sign language videos results in rate re-
ductions as large as 60%, without sacrificing the overall in-
telligibility of the video [15]. The mobile phone can encode
such videos by executing the face and hand detection algo-
rithms prior to invoking the encoder. Figure 3 presents a
frame encoded with this region-of-interest adjustment, us-
ing the shape-based detection. The quantization parameter
of the face and hand macroblocks is reduced (i.e., the qual-
ity is increased) at the expense of the rest of the frame.

5. CONCLUSION

This work analyzes low complexity methods for identify-
ing face and hand regions in a mobile video telephony set-
ting. Shape-based processing is the most computationally
efficient method for identifying the face and hands, but can-
not adequately identify these regions in the presence of skin-
colored backgrounds. In these noisy environments, feature-
based face detection techniques are applied to the segmen-
tation task. The Viola-Jones algorithm achieves 90% detec-
tion rates with almost no false positives. The feature-based
techniques are further optimized by restricting the search
space based on the location of skin pixels in the current
frame or the face in previous frames. The detection algo-
rithms provide an H.264 encoder with a macroblock-level
map of the face and hands, allowing for the use of region-
of-interest encoding techniques.
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(a) Shape-based (b) Local Binary Pattern (c) Viola-Jones
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(a) Original frame (b) Face and hand labels (c) ROI encoded frame

Fig. 3. Illustration of varying region-of-interest quality. Note that the face and hands of the signer are maintained while the
background is heavily distorted.
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