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Manticore — a heterogeneous parallel language

Collaboration with Matthew Fluet at TTI-C.
Focus on “commodity applications” on “commodity hardware.”

- Strict functional core language — SML w/o refs.
- CML-style concurrency — threads, message-passing, and first-class synchronization.
- Implicitly-threaded nondeterminism
- Implicitly-threaded deterministic parallelism — NESL-style data parallelism, fork-join, data-flow.
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