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Abstract

Message-passing programs are heavily dependent on the performance of communication primitives. While communication hardware has gotten much faster in the last few years, the communication performance achieved by application programs has not improved so dramatically. We argue that this communication gap is inherent in the design of conventional message-passing systems, which are based on general-purpose communication protocols implemented in the operating system. Closing the gap requires fundamental changes in system design.

We review the arguments for user-level implementation of communication protocols. We discuss how the architecture and operating system can be structured to provide user-level communication without compromising system protection.

We further argue that general-purpose communication protocols, whether implemented at user level or in the kernel, are inherently slow. Optimum performance requires a protocol designed to take advantage of the behavior of a particular application program. We introduce the notion of a protocol compiler, a program that generates an application-specific protocol, based on information about an application's communication behavior. As a concrete example, we sketch the design of a protocol compiler that can generate nearly optimal communication code for a class of data-parallel applications.

1 The Communication Gap

As message-passing parallel computers have begun to mature, researchers have focused on the critical issues that will determine whether these machines will find wide use in the future. One of these issues is the performance of communication primitives, and the search for alternative semantics and implementations that provide better performance.

We use the term communication gap to describe the gulf between the performance of communication hardware, and the performance actually observed by application programs. New routing technology allows networks to achieve very low latency and high bandwidth [Rodeheffer & Schroeder 91, Int 91b, Daily 90a]; for example Intel's Touchstone DELTA system achieves a node-to-node hardware latency less than 1 microsecond. On the other hand, applications on the Touchstone DELTA observe a latency of about 60 microseconds. Although message-passing machines have always exhibited a communication gap, the gap is wider now than ever — a potential factor of 60 in communication performance is apparently being lost.

The communication gap affects application programmers in several ways. First, a relatively large communication latency makes many fine-grained algorithms impractical. Second, even when the underlying algorithm is not fine-grained, a large latency forces the programmer to optimize the program in ways that would not be necessary with a smaller latency; this adds considerably to the difficulty of programming distributed-memory hardware.

1.1 Hardware and Software Assumptions

Before going further, let us stop and enumerate our assumptions about the hardware and software un-
nder study. We assume a high-performance message-passing parallel computer, consisting of a set of computing nodes connected by a point-to-point network. The network is based on circuit switching or wormhole routing, and uses a deterministic, deadlock-free routing algorithm. The network delivers messages reliably.

We also assume the system is running a general-purpose operating system on each node, including support for multiprogramming, paged virtual memory, and direct input/output calls. The system as a whole runs a variety of uniprocessor and parallel jobs. We will assume the system does not span administrative boundaries — system policy is set by a single individual or group.

Examples of such systems include the Intel DELTA [Int 91b] or Paragon [Int 91a] machines running the Mach operating system, or a set of dedicated workstations connected by a Nectar [Arnould et al. 89] or Autonet [Rodeheffer & Schroeder 91] network.

Although the machine is assumed to run a general-purpose workload, we will focus on improving the performance of parallel applications, especially data-parallel scientific programs. These programs have relatively simple behavior, and have much to gain from improved communication performance.

1.2 Sources of the Communication Gap

If we examine the sources of the communication gap, we find we can attribute it to two main causes: protection boundaries and protocol processing overhead.

1.2.1 Protection Boundaries

Providing protection is one of the main goals of an operating system. Unfortunately, operating system protection sometimes interferes with applications. For example, in most message-passing machines, communication is a privileged operation — threads from the same application, running on different nodes, cannot communicate without crossing protection boundaries.

Figure 1 illustrates the protection boundaries enforced by the hardware and operating system on a message-passing machine running a single application. The application is running in a separate protection domain on each node of the machine. The operating system kernel and the communication network reside in a single, privileged domain. When the application communicates between nodes, the communicated data must cross two protection boundaries — from the sending thread into the sending node’s kernel, and later from the receiving node's kernel to the receiving thread.

Crossing protection boundaries is inherently expensive, for several reasons.

- Crossing between application and kernel protection levels implies a context switch between an application thread and a kernel thread. Context switches are expensive, since register state must be saved, and TLBs and caches may have to be flushed. Context switches are becoming relatively more expensive as CPU technology advances [Ousterhout 90, Anderson et al. 91].

- The entities communicating across the protection boundary do not trust each other, so parameters to cross-domain calls must be checked carefully for validity, and copied from the caller's memory to the callee's memory. For operating system calls, the kernel must typically assume that the application program is trying to cause a kernel error or deadlock. This slows down the kernel implementation.

- The interface at the protection boundary is usually part of the system specification, so it cannot realistically be customized to accommodate the application’s needs. The application must “work around” the semantic gap between the interface it wants and the interface it is forced to use. If the interface provides too much functionality, the
application must pay for features it doesn’t use; if too little functionality is provided, the application must built the abstractions it wants on top of the ones the system provides. In either case, the rigidity of the interface carries a cost.

If the same application is running on several nodes of the machine, there is no logical reason to protect the application’s threads on different nodes from each other. If we can find a way to remove these protection boundaries, we will improve communication performance.

1.2.2 Protocol Processing Overhead

On most message-passing machines, the operating system runs a general-purpose communication protocol. This protocol typically buffers messages, often on both the sending and receiving nodes. It also implements a software flow-control strategy, to ensure that nodes have sufficient buffer space for arriving messages. Running the protocol requires extra computation, as well as extra messages to manage flow control.

By reducing or eliminating the protocol processing overhead, we could improve communication performance. Unfortunately, this is difficult in general, since the protocol cannot ensure correct operation without engaging in some buffering and flow control.

2 Eliminating Protection Boundaries

As shown in figure 1, message data must cross two protection boundaries as it travels from sender to receiver. Only the kernel can access the network directly; the application must ask the kernel to communicate for it.

We would like to change this organization, so the application can access the network directly, without operating system intervention. However, we must do this in a way that ensures protection between separate applications.

2.1 Protection in the Presence of User-Level Communication

If we simply unprotected the communication hardware, applications could violate the protection guarantees we require the system to provide. For example, an application thread could send a message directly to another job, or it could clog the network with messages and refuse to remove them. We must make some changes to the architecture and operating system, to ensure that application control of the communication hardware is safe.

We can achieve this goal by using techniques pioneered by Thinking Machines’ CM-5 architecture [Thi 91]. The CM-5 provides safe, application-level access to communication hardware; the CM-5’s mechanisms can be adapted to other, similar architectures.

We must make the following changes to the architecture and operating system:

- **Divide the machine into partitions.** The operating system must support partitioning of the machine, where a partition is a contiguous set of nodes and the network connecting them. Partitions have the property that sending a message between two nodes in the same partition uses only network channels within that partition; this ensures that mutual deadlock between applications cannot occur. Partitions can be changed in software, but this is a very heavy-weight operation.

- **Validate message destinations in hardware.** The hardware must check the destination of each message, to ensure that it is being sent to a node in the same partition.

- **Use strict gang scheduling.** Each parallel job must run in one partition, but several jobs may be running in the same partition, with the operating system time-slicing the partition’s CPUs between them. To guarantee protection, we must use strict gang scheduling in each partition; this means that all nodes in the partition run the same job at the same time — nodes in a partition must all switch jobs at the same time. This prevents a message sent by one job from being delivered to another job in the same partition.

- **Support saving and restoring the network state.** When a partition context-switches from one job to another, we need some way of saving the state of the network. Generally, some messages (and partial messages) from the switched-out job will be in the network at the time of the context-switch, and these messages must be saved somewhere so the network is clear for the newly switched-in job. Later, when the original job is rescheduled, the saved network state must be restored.

The CM-5 saves network state by putting a region of the network in “all fall down” (AFD) mode. AFD mode causes all messages to be delivered
to the nearest node, rather than to their destinations. Nodes receiving these messages save them in memory, and then resend them when the job is rescheduled.

APF mode relies on two assumptions about the CM-5 network: message packets are limited to 20 bytes, and in-order delivery of messages is not guaranteed\(^1\). Both of these assumptions are false in our hardware model, so we cannot use APF mode. However, it is not hard to design other hardware mechanisms that allow network state to be saved and restored.

- **Provide a separate logical communication network for the kernel.** The machine runs a general-purpose operating system, so the operating system kernel might have to communicate at any time. For example, the kernel might need to service a page fault, or receive the result of an input/output operation, or coordinate a context switch between jobs. The kernel must always be able to communicate, regardless of how application programs use the network.

The only way to provide this guarantee is to have a separate logical network for the kernel. Each node must have two network interfaces, one for user-level programs, and one reserved for the kernel. Fortunately, we needn't implement two separate physical networks — the two logical networks can be multiplexed over a single physical network, using virtual channels [Dally & Seitz 87, Dally 90b] as in the J-machine [Dally 90a].

These strategies, taken together, enable safe, user-level manipulation of the communication network. However, this only solves half of the problem. The question remains: once user-level communication is available, how should it use?

### 3 Application-Specific Protocols

User-level access to the communication hardware allows us to run conventional, general-purpose communication protocols at the application level. The kernel must still provide communication, but this can be specialized to the case of communication between separate protection domains. Communication within an application would be provided by a runtime library that duplicates the functionality of a standard communication system such as NX [Int.] or PICL [Geist et al. 91]. In addition to its organizational advantages, this approach offers better performance. For example, the communication system may allow an ill-behaved application to deadlock the (user-level) network; this implementation choice is not available when there is only a single, protected network.

However, application-level communication does not reduce protocol processing overhead. Running a general-purpose protocol at user-level provides only a small performance gain, since the protocol must still buffer messages and perform high-level flow control. General-purpose protocols cannot be sped up beyond a certain point.

We can improve performance still further by running application-specific protocols. By taking advantage of the programmer's or the compiler's knowledge about the communication pattern of an application, we can design a streamlined protocol that is designed especially for that application. While a general-purpose protocol must be robust in the face of arbitrary application behavior, an application-specific protocol can ignore certain behaviors that the programmer or compiler knows will not occur.

Examples of useful knowledge that a protocol designer might exploit include:

- each node communicates only with a small, known set of other nodes, or
- all communication in a certain phase of the program consists of exchanges of data between pairs of processors, or
- all communication involving a particular node is made up of remote procedure calls following a request-response pattern.

Using this information, we can design an efficient protocol tailored to the application. In the limiting case, the communication pattern of one phase of an algorithm may be completely known in advance.

Although it is profitable to design a protocol for a class of applications, we go beyond this to advocate specializing a protocol to a specific application program. This allows us to take advantage of any information that is available concerning the specific application's communication behavior. For example, we may know something about the communication behavior of fluid flow simulations in general, but we will have much more detailed information about the behavior of a particular simulation. This extra knowledge can be used to improve the communication protocol's performance.

\(^1\) *In-order delivery* means that messages from a given sender to a given receiver are received in the same order in which they were sent.
3.1 Managing the Complexity of Protocol Design

Designing an efficient, specialized communication protocol is a difficult task, and verifying the correctness of that protocol may be even harder. Clearly, we cannot expect the application programmer to design protocols on a program-by-program basis. To make this approach viable, we must automate the protocol design process.

A protocol compiler is a program that generates application-specific protocols. A protocol compiler takes as input a description of an application's communication behavior, and outputs a program that implements a communication protocol specialized for the application. If the programmer is using a high-level, parallel programming language, the protocol compiler can be integrated into the parallel language compiler — the language compiler may generate the communication description for the protocol compiler, or we may view protocol generation as part of the code generation task.

3.2 The Role of Runtime Compilation

In some cases, detailed information about an application's communication behavior is not available at compile time, but becomes known at runtime. In this case, we can wait until runtime, when detailed knowledge is available, then run the protocol compiler and dynamically add the generated code to the program. This is an example of runtime compilation, a technique that has proven especially fruitful in parallel computing [Saltz et al. 90].

Consider a parallel program that simulates electronic circuits. When the simulator is compiled, the compiler has no knowledge of what circuits might be simulated. But once a simulation run has begun, the structure of the simulated circuit is known, so detailed information about the simulator's communication pattern is available. By using a protocol compiler at runtime, we can take advantage of this information by generating efficient code for the communication in the main simulation loop.

4 A Simple Case: Straight-Line Systolic Programs

Generating application-specific protocols is a difficult problem, so we will start by attacking a simple case, that of straight-line programs with fully specified communication. A straight-line program is a parallel program without any communication enclosed in control flow statements; each processor simply executes its program from beginning to end. Fully specified communication means that the program contains send and receive calls, the destination of every send is known in advance, and the types of all messages (if the system uses typed messages) are known in advance.

This case is clearly simpler than any real application, but it provides a reasonable starting point. Once we have solved this case, we will consider how to generalize to more realistic cases.

For maximum performance, we will generate protocols that use systolic communication [Kung 88b] whenever possible. In systolic communication, the communication network interfaces to the CPU with a pair of FIFO buffers (one incoming, one outgoing) that are mapped into the CPU's memory. The CPU sends and receives data with ordinary store and load instructions. Often, the CPU can consume a message directly without putting it into memory, or can construct a message directly in the output FIFO rather than marshaling the message in memory. Systolic communication thus can be faster than memory-based communication, because it consumes less memory bandwidth. Systolic communication also implies that arriving messages do not cause an interrupt. This gives an additional speed advantage, since interrupts require time to save and restore processor state, in addition to deciding how to respond to the interrupt.

Systolic communication is not limited to the same algorithms as systolic arrays. Systolic arrays are hardware designs that execute the same nearest-neighbor-only communication pattern repeatedly. Systolic communication may implement complex communication patterns, as demonstrated by the Warp [Annaratone et al. 87] and iWarp [Borkar et al. 88, Borkar et al. 90] machines.

4.1 Avoiding Deadlock in Systolic Programs

Deadlock avoidance is the most difficult problem in designing systolic protocols. The routing network is guaranteed to deliver messages to their destinations, provided that arriving messages are removed promptly from the network. This guarantee doesn't necessarily hold for systolic programs, since they may let a message sit in the network until the receiver is ready to receive it. The problem arises when one node is waiting to receive a message, which is blocked by another message whose receiver is not ready for it yet.
In order to avoid deadlock, the systolic program must ensure that whenever communication is taking place, the program will eventually remove a message from the network. This must be true in spite of the fact that only a subset of the messages in transmission may reach their destinations before being blocked.

4.1.1 Deadlock Avoidance Algorithms

The difficulty of avoiding deadlock depends on the particular program and communication topology in question. If the topology is a cross-bar (all pairs of nodes are directly connected), we can check for deadlock using the “crossing-off” procedure of Kung [Kung 88a]. Kung’s procedure also works if the network is sufficiently well-connected to realize the program’s communication pattern without ever blocking one message behind another. In general, though, deadlock avoidance is difficult.

A deadlock avoidance algorithm must be aware of the network’s topology, since that determines which messages can block behind which others. (In this paper, the term “topology” is used to encompass the combination of a physical topology and a routing algorithm.) Programs with systolic communication fall into three classes:

1. Programs that deadlock on all topologies: These can be detected by Kung’s crossing-off procedure.

2. Programs that never deadlock on any topology: These programs are rare, and are mostly trivial cases.

3. Programs that deadlock on some topologies but not on others: These programs comprise the vast majority of interesting cases. On topologies where these programs deadlock, they do so in a timing-dependent fashion — they may or may not deadlock depending on details of scheduling and event timing.

Since topology-dependent deadlocks are so prevalent, we need an algorithm to detect them.

We have devised such an algorithm, although space does not allow explaining it in detail here. Given a straight-line systolic program and a topology, the algorithm determines, in polynomial time, whether the program is prone to deadlock on the topology. If the program is deadlock-prone, the algorithm also produces an equivalent systolic program that won’t deadlock on the given topology.

A deadlock-prone program is “repaired” by inserting extra synchronization messages. These are messages that carry no data, but merely inform the receiving node that it is safe to proceed with its program. We avoid deadlock by waiting for synchronization messages before certain other messages are sent. This strategy of delaying “dangerous” resource demands is used for preventing deadlock in other contexts. For example, the banker’s algorithm [Dijkstra 68, Habermann 69] avoids deadlock by preventing a lock acquisition from taking place until it is safe to do so.

4.2 Buffering

Buffering is another issue that must be dealt with. Standard message-passing semantics imply that data is buffered by the message-passing system. Programmers often take advantage of this; for example, an exchange of messages between two nodes may be expressed as both processors sending, then receiving. This example cannot execute without buffering.

Since systolic programs do not use buffering, we must devise some strategy for dealing with programs that require buffering. Rather than outlawing application programs that require buffering, we can recognize cases where buffering is needed, and insert the necessary buffering.

Given a straight-line program, there is an algorithm that identifies where buffering is needed. The algorithm builds a data structure called the program graph, and searches for cycles in it. Each cycle must be broken by buffering a message; buffering a message allows that message’s data to arrive at the receiver at one point in time, but not be visible to the receiving program until later. The problem of optimally inserting buffering into a program is probably NP-complete, but we can use heuristics to generate good solutions.

A systolic program that deadlocks on all topologies can be transformed into a program with topology-dependent deadlocks by inserting buffering. We can then use the algorithm of section 4.1.1 to generate an equivalent deadlock-free program. By combining our deadlock-avoidance algorithm with our algorithm for inserting buffering, we can generate deadlock-free systolic code for any straight-line program.
5 Extensions to More General Cases

We have solved the simple case of straight-line programs with fully specified communication, but we haven't dealt with programs outside this narrow domain. We would like to be able to extend our techniques to deal with a wider range of programs, including some real applications. There are two main ways we could extend the model: we could handle programs with more general control flow, and we could handle cases where the compiler has imperfect information about the program's communication pattern.

5.1 Programs with Data-Parallel Control Flow

So far we have assumed straight-line programs, i.e. no control flow. It is difficult to handle general control flow, but we can deal with programs with data-parallel control flow. Data-parallel programs are common in scientific applications on message-passing machines [Fox 88, Hillis & Steele Jr. 86]; such programs are also generated by compilers for data-parallel languages like Fortran-90 [ANS 89, Chatterjee 91], C* [Rose & Steele Jr. 87, Hatcher et al. 91], and MPL [Mas 91].

Programs with data-parallel control flow are structured programs that can be decomposed into a series of blocks surrounded by sequential control structures, such that:

- no block contains a control-flow construct with a message-passing operation nested inside it, and
- there is an implied barrier synchronization at the end of each block, and
- all processors are in the same block at all times, and
- messages do not persist across block boundaries.

Because of the simple structure of these programs, we can treat each block as a straight-line program, provided we can generate code to make transitions between blocks.

To handle these transitions, we construct a block graph that summarizes the possible control flow between blocks. The block graph tells us which blocks might follow each other block in the execution. We can analyze each potential transition between blocks by using our deadlock avoidance algorithm to decide whether a deadlock is possible at the block transition; if such a deadlock is possible, we must insert synchronization messages at the block boundary to prevent the deadlock.

5.2 Programs with Imperfectly Specified Communication

We would also like to extend our methodology to deal with cases where the communication pattern isn't fully specified in advance. For example, we might not be able to determine in advance the destination or type of all messages.

Handling imperfectly specified communication is a difficult problem in general. If there is no information available about the application's communication behavior, our only choice is to run a general-purpose protocol. On the other hand, if some information about the application's communication is available, we can probably do better than a general purpose protocol. Devising a general mechanism for this case is an important area for future work.

We note, though, that it is possible to switch communication protocols "on the fly" while the application is running. For example, we might run a fast, specialized protocol in the inner loop of the application, and switch to a general-purpose protocol for other parts of the program.

6 Related Work

An active message, as introduced in [von Eicken et al. 92], is essentially an interprocessor interrupt that also carries a data packet. When an active message arrives at its destination, a message handler is run "to integrate the message into the ongoing computation" on that node. Message handlers run at user level, and are intended to be generated by a compiler or a systems programmer. An implementation of active messages on the nCUBE/2 is presented; this implementation achieves a communication latency of 24 microseconds, not including handler execution time.

The nCUBE/2 implementation of active messages is able to achieve low latency because it presents an interface essentially identical to what the hardware provides. The active messages implementation passes the hardware's message-arrival interrupts on to the application program with a minimum of interference. The active messages implementation does not provide buffering or flow control; these functions are left to the user-level program (and its message handlers). Because message handlers run at interrupt time, they must obey strict rules; in particular, a message handler may never block.

It is unclear whether a similarly efficient implementation of active messages is possible on a system with paged virtual memory. The problem arises when an
active message arrives at a node, and the message handler needs to access a page that is not resident in physical memory. If a handler has to wait for a page to arrive from backing store, the active messages implementation must put the handler’s message in a buffer, so that other messages can be received. These other messages might also require pages from backing store, so they too may need to be put in buffers. This introduces a buffer management problem, which can be solved either by letting messages back up in the network (which is likely to lead to deadlock), or by discarding messages (causing an unrecoverable error in the application program), or by implementing higher-level flow control in software. This higher-level flow control would necessarily be part of the implementation of active messages, and thereby invisible to the user-level program.

These problems arise because the communication network is a privileged resource, which must be protected by the operating system. By contrast, if the approach of section 2 is followed, the (user-level) communication network can be treated as an ordinary resource like a CPU register — the application can use or abuse these resources in any way whatsoever, without affecting other applications or the operating system.

7 Conclusions

This paper has argued that application-specific communication protocols are an important tool for reducing the cost of communication in parallel programs. General-purpose protocols expend time and memory to protect the system from error or deadlock in the face of arbitrary application behavior. By taking advantage of knowledge about a particular application’s communication behavior, we can design a faster protocol, customized for that application.

Before we can use application-specific protocols, we must provide safe, user-level communication. This can be achieved using a known set of architectural and operating system structures. User-level communication allows each application to manage communication in its own way, thus eliminating the semantic gap between application needs and the functionality provided by general-purpose communication systems.

Note that we cannot simply outlaw the problem by locking all pages that might be accessed by handlers into physical memory — this would often require locking most or all of an application’s data into memory. Indeed, in the matrix multiply example given in the active messages paper, the entire data set of every node is touched by the message handlers. There is not much point in having paged virtual memory if applications routinely lock themselves into physical memory.

We have introduced the notion of a protocol compiler, an automated tool that generates application-specific protocols. Given a description of an application’s communication behavior, the protocol compiler generates an optimized communication protocol that is guaranteed to be correct and deadlock-free for that application. We have sketched the design of a protocol compiler that generates highly efficient systolic communications for a subset of data-parallel applications.
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