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Abstract

This paper describes four recent papers on clustering, each of which approaches the clustering problem from a different perspective and with different goals. It analyzes the strengths and weaknesses of each approach and describes how a user could decide which algorithm to use for a given clustering application. Finally, it concludes with ideas that could make the selection and use of clustering algorithms for data analysis less difficult.

1 Introduction

1.1 Informal Problem Definition

Clustering can be loosely defined as the process of organizing objects into groups whose members are similar in some way. There are two major styles of clustering: partitioning (often called \textit{k-clustering}), in which every object is assigned to exactly one group, and \textit{hierarchical clustering}, in which each group of size greater than one is in turn composed of smaller groups.

Both hierarchical clustering and \textit{k}-clustering had been studied extensively by the mid-1970’s, and comparatively little clustering research was carried out in the 1980’s. In recent
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years, however, the advent of World Wide Web search engines (and, specifically, the problem of organizing the large amount of data they produce) and the concept of “data mining” massive databases has lead to a renewal of interest in clustering algorithms.

The goal of this paper is to examine recent work in clustering. In particular, the focus is on clustering algorithms whose goal is to identify groups of related items in an input set. This is in contrast to certain “clustering-like” problems such as graph partitioning [33] or segmentation problems [23], which organize objects into groups but often have other objectives. As much as possible, this paper also emphasizes the fundamental ideas behind the construction of clusters and attempts to avoid the details of specific clustering applications, such as determining good measures for text document similarity.

The remainder of this section summarizes prior work in clustering and certain related problems, and briefly describes the issues involved in representing the input to clustering algorithms. Section 2 focuses on summarizing and independently critiquing a set of four recent papers on clustering. Finally, Section 3 compares the strengths and weaknesses of the various algorithms and suggests ways in which the positive aspects of each could be synthesized in future work.

For a more detailed introduction to clustering, see the works by Everitt [12], Rasmussen [29], Kaufman and Rousseeuw [21], Jain and Dubes [20], and Gordon [18]. In particular, the works by Everitt and Jain and Dubes provide clear and comprehensive coverage of the “classical” approaches to clustering.

1.2 $k$-clustering

In general, $k$-clustering algorithms take as input a set $S$ of objects and an integer $k$, and output a partition of $S$ into subsets $S_1, S_2, \ldots, S_k$. By far the most common type of $k$-clustering algorithm is the optimization algorithm. Optimization algorithms typically assume that the elements of $S$ are drawn from a $d$-dimensional metric space, usually $\mathbb{R}^d$, and define a cost function $c : \{X : X \subseteq S\} \rightarrow \mathbb{R}^+$ which associates a cost with each cluster. The goal of the algorithm is then to minimize $\sum_{i=1}^k c(S_i)$, the sum of the costs of the clusters.

The most well-known optimization criterion is the sum-of-squares criterion. Let $x_i^r$ be the $r$th element of $S_i$, $|S_i|$ be the number of elements in $S_i$, and $d(x_i^r, x_s^i)$ be the distance between $x_i^r$ and $x_s^i$. The sum-of-squares criterion is then defined with the following cost function:

$$c(S_i) = \sum_{r=1}^{|S_i|} \sum_{s=1}^{|S_i|} \left( d(x_i^r, x_s^i) \right)^2.$$  

(1.1)

This definition of the clustering problem is known to be NP-hard [15]. Nevertheless, the $k$-means algorithm of MacQueen [24] is a popular clustering algorithm which uses the sum-of-squares criterion. The algorithm relies on the ability to calculate the centroid of each
cluster $S_i$, denoted $\tilde{x}^i$. Technically the algorithm optimizes using the cost function

$$c(S_i) = \sum_{r=1}^{[S_i]} d(\tilde{x}^i, x_r^i),$$

which can be shown to produce the same results as (1.1) above. Thus the $k$-means algorithm produces the requisite set of $k$ clusters, along with the centroid (often termed the representative element) for each.

Since many types of data do not belong to spaces in which the mean is defined, Kaufman and Rousseeuw [21] have developed a similar algorithm for what they term the “$k$-medioids” problem. Their algorithm, called PAM (for “Partitioning Around Mediods”), relies on the ability to find the median of each $S_i$, denoted $\tilde{x}^i$. Note that $\tilde{x}^i \in S_i$, and $\tilde{x}^i$ is chosen to minimize $\sum_{r=1}^{[S_i]} d(\tilde{x}^i, x_r^i)$. This leads to the optimization criterion

$$c(S_i) = \sum_{r=1}^{[S_i]} d(\tilde{x}^i, x_r^i).$$

Kaufman and Rousseeuw’s work has spawned a recent series of papers in the data mining community [28, 11, 10, 39, 1].

An alternate optimization criterion has been proposed by Gonzalez [17]. Instead of minimizing $\sum_{i=1}^{k} c(S_i)$, Gonzalez minimizes $\max_{1 \leq i \leq k} c(S_i)$, where $c(S_i)$ is given by

$$c(S_i) = \max_{x_r^i, x_s^i \in S_i} d(x_r^i, x_s^i).$$

This formulation is interesting mainly because there is a simple 2-approximation algorithm for its solution, which Gonzalez shows is the best bound possible if $P \neq NP$. Subsequent work by Xiang [38] has shown this approximation algorithm to be effective in practice for color quantization.

These optimization algorithms have several notable weaknesses. The first is that they heavily favor spherical clusters. Secondly, they do not deal adequately with “noise”; i.e., elements of $S$ which do not cluster naturally with any other elements. Banfield and Raftery [2] and Celeux and Govaert [4] both develop frameworks in the context of statistical mixture models for clustering which subsume the optimization models above and deal with these issues. Mixture models in general and Banfield and Raftery’s work in particular will be discussed in Section 2.1.

An alternative $k$-clustering approach which addresses the issues of cluster shape and noise is called density based clustering. The intuitive idea of these approaches is that clusters can be considered “densely populated areas” in the space containing $S$. These areas can have arbitrary shape and ideally are well separated from one another. Although density based methods are comparatively uncommon, recent papers in the data mining literature
by Ester et al. [10] and Agrawal et al. [1] have followed this approach. The latter paper will be discussed in detail in Section 2.4.

Finally, closely related to density based clustering is graph theoretic clustering. Define a similarity graph $G(S)$ for the set $S$ as follows: let $S$ be the vertices of $G(S)$, and given $x_r, x_s \in S$, let $\{x_r, x_s\}$ be an edge in $G(S)$ if and only if $x_r$ and $x_s$ are “similar” under some definition of similarity. Intuitively, if $S$ has an obvious cluster structure then $G(S)$ should appear as a collection of vertex-disjoint cliques, each corresponding to a cluster. In practice, $G(S)$ will not fit this description perfectly, but ideally should have highly-connected components separated by small sets of edges. Ben-Dor and Yakhini [3] use this observation to design a performance test for their clustering algorithm, which will be discussed further in Section 2.3. Hartuv et al. [19] also use the similarity graph notion. They repeatedly apply a minimum cut algorithm to form clusters. Additional discussion of the relationship between certain graph problems and clustering can be found in a paper by Matula [25] and in Jain and Dubes’ book.

1.3 Hierarchical Clustering

Hierarchical clustering is an appealing approach to problems in which the input set $S$ does not have a single “obvious” partition into well-separated clusters. The goal of a hierarchical clustering algorithm is to produce a tree $T(S)$ in which the nodes represent subsets of $S$. In particular, $S$ itself is at the root of the tree, the leaves comprise the individual elements of $S$, and internal nodes are defined as the union of their children. A path down a well-constructed tree should then visit sets of increasingly tightly-related elements, and any set of nodes such that every path from a leaf to the root hits exactly one element in the set can be considered a partition of $S$ into clusters. Hence, given the tree, the user can conveniently trade off between the number of clusters and the compactness of each cluster.

There are two major types of hierarchical clustering algorithms. Divisive algorithms work by recursively partitioning $S$ until singleton sets are achieved; agglomerative algorithms work by beginning with singleton sets and merging them until $S$ is achieved. This section will focus on agglomerative methods, which are far more common.

Most agglomerative methods follow the same conceptual framework. First, the elements are placed into a list of singleton sets $S_1, S_2, \ldots, S_n$. Then a cost function is used to find the pair of sets $\{S_i, S_j\}$ from the list which is “cheapest” to merge. Finally, $S_i$ and $S_j$ are removed from the list of sets and replaced with $S_i \cup S_j$. This process is repeated until there is only one set remaining. Hence, the major difference between agglomerative clustering algorithms is the definition of the cost of merging two sets $S_i$ and $S_j$, which will be denoted $c(S_i, S_j)$. Figure 1 summarizes the most well-known cost functions and lists examples of algorithms that use each.

In addition to the methods in Figure 1, Ward’s method [36] is also frequently used. Ward’s method can be seen as the hierarchical clustering equivalent to the sum-of-squares
<table>
<thead>
<tr>
<th>Method</th>
<th>Cost Function</th>
<th>Representative Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-link</td>
<td>( \min_{x_i \in S_i, x_j \in S_j} d(x_i, x_j) )</td>
<td>SLINK [32]</td>
</tr>
<tr>
<td>Average-link</td>
<td>( \frac{1}{</td>
<td>S_i</td>
</tr>
<tr>
<td>Complete-link</td>
<td>( \max_{x_i \in S_i, x_j \in S_j} d(x_i, x_j) )</td>
<td>CLINK [6]</td>
</tr>
</tbody>
</table>

Figure 1: Common hierarchical clustering models

criterion for \( k \)-clustering. As in the above methods, at each step of the algorithm there is a list of clusters \( S_1, \ldots, S_n \) and the goal is to choose a pair to merge. As in the sum-of-squares method, the cost of each \( S_i \) is defined as

\[
c(S_i) = \sum_{r=1}^{S_i} \sum_{s=1}^{S_i} (d(x^{i_r}, x^{i_s}))^2. \tag{1.5}
\]

The cost of the current solution is then defined as \( \sum_{i=1}^{n} c(S_i) \), and the pair of sets to merge is chosen to minimize the increase in the cost of the total solution. Also as in the sum-of-squares method, algorithms implementing Ward’s method typically rely on the ability to calculate the centroid of each cluster.

Hierarchical methods suffer similar criticism to statistical \( k \)-clustering methods. The average-link, total-link, and Ward’s methods tend to favor spherical clusters, while single-link clustering is more analogous to density based methods and can produce undesirably “elongated” clusters. Nevertheless, hierarchical methods are widely used, particularly in the document clustering community [5, 37, 35].

### 1.4 Input to Clustering Algorithms

Fundamentally, every clustering algorithm operates on a set of input vectors \( x_1, x_2, \ldots, x_n \) in a \( d \)-dimensional space. It is important to note that the input spaces from different clustering problems may have different mathematical properties, and that these properties can influence which clustering algorithms may be applied to the data. For example, methods which calculate centroids cannot be used with spaces whose dimensions which are not numerical, and the method of Gonzalez in Section 1.2 must be used with vectors from a metric space.
In practice, many clustering algorithms do not directly examine or manipulate the input vectors. For example, the algorithms of Kaufman and Rousseeuw all take as input a similarity matrix $M$ in which entry $M_{ij}$ represents the degree of similarity between $x_i$ and $x_j$. This matrix is assumed to be pre-calculated in an application-specific step. Their book goes into great detail on how to calculate similarity coefficients for different types of data, including non-numerical data.

A closely related style of input is the distance matrix $D$, in which $D_{ij}$ represents the distance between element $i$ and element $j$. This distance relation must typically follow the definition for a distance metric on the input space. A major advantage of this method is its simplicity; the Euclidean or Manhattan distance metrics can be used on any problem with numerical vectors.

Lastly, some clustering methods such as single-link hierarchical clustering and reciprocal nearest neighbor clustering [9, 27] require as input only a list of the input vectors and a function which returns the nearest neighbor of any input. This method has the advantage that the input is not of size $n^2$, which may be prohibitive for some applications.

2 Four Recent Papers on Clustering

The purpose of this section is to introduce four recently-developed approaches to clustering. Significant comparison of these methods is withheld until Section 3 so that the reader can become familiar with all methods before they are compared and criticized. There are many tradeoffs involved in the construction of a clustering algorithm, and it would be misleading to present only the best features of each algorithm and claim that they could be merged easily into a single new, superior approach.

2.1 Banfield and Raftery: Mixture Models

This section describes the paper “Model-Based Gaussian and Non-Gaussian Clustering” by Banfield and Raftery [2]. Their approach is based on statistical mixture models for clustering. The idea of such models is that the input vectors $x_1, x_2, \ldots, x_n$ are observations from a set of $k$ unknown distributions $E_1, E_2, \ldots, E_k$. Suppose the density of an observation $x_r$ with respect to $E_i$ is given by $f_i(x_r \mid \theta)$ for some unknown set of parameters $\theta$. Also, suppose for each $x_r$ and distribution $E_i$, $\tau_i^r$ represents the probability that $x_r$ belongs to $E_i$. Each input is constrained to belong to some distribution, so $\sum_{i=1}^{k} \tau_i^r = 1$. Given these definitions, the goal of the scheme is to find the parameters $\theta$ and $\tau$ (defined as the vector of all the $\tau_i^r$’s) that maximize the likelihood

$$L(\theta, \tau) = \prod_{r=1}^{n} \sum_{i=1}^{k} \tau_i^r f_i(x_r \mid \theta). \quad (2.1)$$
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Banfield and Raftery restrict their work to a simpler model in which each input must belong to exactly one distribution. Their work discards the \( \tau \) vector and instead uses the vector \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n) \) to represent the identifying labels for the observations, so \( \gamma_r = i \) if \( \mathbf{x}_r \) comes from \( E_i \). The goal then is to find the parameters \( \theta \) and \( \gamma \) which maximize the likelihood

\[
L(\theta, \gamma) = \prod_{r=1}^{n} f_{\gamma_r}(\mathbf{x}_r \mid \theta).
\]  

Previous work in mixture models [31, 34] have modeled the distributions as multivariate normal functions; in this case the unknown parameters \( \theta \) are the mean vector and covariance matrix of each distribution. Let \( \mu_i \) and \( \Sigma_i \) denote the mean vector and covariance matrix respectively for \( E_i \). This framework is quite general; for example, observe that if \( \Sigma_i = \sigma^2 I \) for all \( i \) then maximizing (2.2) is equivalent to optimizing with the sum-of-squares criterion. Given this parameterization, a standard iterative expectation-maximization (EM) process can be used to find the values of \( \mu_i, \Sigma_i \), and \( \gamma \).

The major problem with this model is that if the parameters \( \mu_i \) and \( \Sigma_i \) are allowed to vary freely for each distribution then finding a global optimum for (2.2) can be too time and space intensive for large problems. On the other hand, previously-suggested constraints, such as \( \Sigma_i = \sigma^2 I \), are too limiting. A major contribution of Banfield and Raftery’s work is to reparameterize the distributions in a way which allows more flexibility in the characteristics of each distribution while still being solvable for larger problems than the unconstrained model. Specifically, they assume each distribution is multivariate normal as before, but decompose \( \Sigma_i \) via singular value decomposition as follows:

\[
\Sigma_i = D_i \Lambda_i D_i^T,
\]  

where \( D_i \) is the matrix of normalized eigenvectors and \( \Lambda_i \) is the diagonal matrix of eigenvalues of \( \Sigma_i \). Since the covariance matrix is positive semi-definite, this decomposition is always possible. Under this parameterization, the orientation of \( E_i \) is determined by \( D_i \), and its shape and density contours are determined by \( \Lambda_i \). The matrix \( \Lambda_i \) can then be further parameterized as \( \lambda_i A_i \), where \( \lambda_i \) is the principal eigenvalue of \( \Sigma_i \). Hence \( \lambda_i \) determines the “volume” of each cluster and \( A_i \) determines the shape.

Banfield and Raftery use this parameterization to derive several constrained clustering models. They propose one model in which \( A_i = I \) for all \( A_i \); under this assumption, the distributions are all spherical but have different sizes. Another proposed model is to constrain all the \( A_i \)’s to be equal, but allow \( \lambda_i \) and \( D_i \) to vary for each distribution. This results in clusters which have the same shape but different orientations and sizes. Finally, Banfield and Raftery demonstrate the derivation of a model which is not purely Gaussian, but instead has one designated dimension in which the points vary uniformly in a cluster-determined interval. While these constrained models do not apply to all sets of input, when
used appropriately they can significantly speed up the clustering process by reducing the number of model parameters.

Banfield and Raftery also derive a statistic called the approximate weight of evidence (AWE) which estimates the Bayesian posterior probability of a clustering solution produced via the above process. This statistic can be used to compare the results obtained with different mixture models and/or values of k. In subsequent work by Raftery and Fraley [13], the AWE statistic has been replaced by an alternative approximation called the Bayesian information criterion (BIC) derived by Schwarz [30].

Finally, a common criticism of mixture models (and related methods such as k-means) is that they do not address the problem of “noise”, defined loosely as input elements which do not belong to any cluster. Banfield and Raftery address this shortcoming by formally defining a notion of noise as a Poisson process with intensity $\nu$ which distributes points throughout the space containing all of the input points. Suppose that $\gamma_r = 0$ if $x_r$ is considered noise, and that $E_0$ is the set of all noise points. Then (2.2) can be generalized to

$$L(\theta, \nu, \gamma) = \frac{(\nu V)^{|E_0|} e^{-\nu V}}{|E_0|!} \prod_{t=1}^{n} f_{\gamma_r}(x_r | \theta),$$

(2.4)

where $V$ denotes the hypervolume of the space containing the input points.

Despite Banfield and Raftery’s attempts to make clustering via mixture models more practical, the technique is still relatively unknown compared to older approaches such as k-means and single link clustering. There are several probable causes.

First, the technique does not focus on efficiency. No attempt is made to analyze the time or space required for the algorithm as a function of input size, and the examples upon which the algorithm is run are in general quite small. Hence, clustering by mixture models may not be suitable for the currently trendy applications of clustering in computer science, since these often impose severe time and space limitations. At a minimum, further study should be conducted to determine the practical limits of the algorithm as a function of input size and dimensionality.

Second, a large degree of manual intervention is required. As currently implemented, the user is required to specify to the algorithm a model and a number of clusters along with the data set. The user can then vary the model and number of clusters and use the AWE/BIC statistic to compare the results. The user can also alter the results by selecting which attributes of the data to use as input, as well as how those attributes are represented. It would be interesting to see an attempt to make the computer optimize over all of these parameters simultaneously instead of splitting the task between the user and the computer. This idea will be discussed further in Section 3.2.

Finally, mixture models rely on the assumption that the data fits a Gaussian distribution. This may not be true in many cases; but even worse, the data may not be numerical, making
1. For each node $v$ update $w_v$ as follows:
   For each tuple $\tau = \{v, u_1, \ldots, u_{d-1}\}$ containing $v$
   do
     \[ x_\tau \leftarrow \oplus(w_{u_1}, \ldots, w_{u_{d-1}}) \]
     \[ w_v \leftarrow \sum_\tau x_\tau \]

2. Normalize the configuration such that the sum of
   the squares of the weights in each field is 1.

Figure 2: The configuration update procedure of Gibson et al. The combining operator $\oplus$ can take on a number of different definitions.

this approach totally inapplicable. In particular, most databases contain a large amount of categorical data, meaning that each item has attributes which are drawn from a small set of possibilities over which there is no inherent notion of distance. Examples would be the color of a person’s hair or the manufacturer of a car. The next section describes an approach which specializes in this type of data.

2.2 Gibson, Kleinberg, and Raghavan: Dynamical Systems

This section describes the paper “Clustering Categorical Data: An Approach Based on Dynamical Systems” by Gibson, Kleinberg, and Raghavan [16]. Their approach relies on a simple process which iteratively computes weights on the vertices of a graph until a fixed point is reached; in this respect it is similar to the work of Kleinberg on finding authoritative web sources [22] and to the work of Teng et al. on spectral graph partitioning [33, 26].

In this approach, the input data is a set $T = \{\tau_1, \tau_2, \ldots, \tau_n\}$ of tuples with $d$ fields, each of which can take one of a small set of values. A key assumption of this approach is that this set is not metric, so one can determine if two tuples have the same value for a particular field, but no additional information such as degree of similarity is associated with non-matching values.

A convenient way to view the input is as a graph in which the vertices are the set of all values appearing in the input tuples. In this view of the data, the values are referred to as nodes and the set of nodes is denoted $V = \{v_1, v_2, \ldots, v_m\}$. Each tuple can be considered a path through the graph, and the edge set of the graph is simply the collection of edges in the paths. Associated with each node $v$ in the graph is a weight $w_v$, and the vector $w$ containing the weights of all of the nodes is referred to as a configuration of the graph.

At the core of this approach is a function $f$ which maps the current configuration to the next configuration. The idea is to repeatedly apply $f$ until a fixed point (referred to by the authors as a basin) is reached; i.e., $f(w) \approx w$. The function $f$ is defined procedurally.
in Figure 2. In order to fully specify \( f \), the combining operator \( \oplus \) must be defined. The operators considered in the paper include the following:

- The product operator \( \prod \): \( \oplus(w_1, \ldots, w_d) = w_1w_2 \cdots w_d \).
- The \( S_p \) operator: \( \oplus(w_1, \ldots, w_d) = ((w_1)^p + (w_2)^p + \cdots + (w_d)^p)^{1/p} \).
- The \( S_\infty \) operator: \( \oplus(w_1, \ldots, w_d) = \max \{|w_1|, \ldots, |w_d|\} \).

In addition to choosing the combining operator, the user must also choose an initial configuration. The authors suggest two methods. In order to explore the data without introducing any bias, one can use random or uniform node weights for the initial configuration. On the other hand, to bias the results towards a grouping based on a certain set of values, one can give those values high initial weight.

Gibson et. al. claim that relatively little has been formally proved about the behavior of dynamical systems such as the one outlined above. However, they do present a few formal results in their paper. To avoid unnecessary repetition of the paper these results are summarized in a non-rigorous fashion below; see the paper for a more technical presentation.

**Result 2.2.1** For every set \( T \) of tuples and every initial configuration \( \mathbf{w} \), \( f^i(\mathbf{w}) \) converges to a fixed point as \( i \to \infty \) when \( S_1 \) is used as the combining rule.

**Result 2.2.2** If \( T_a \) and \( T_b \) are two sets of tuples with no field values in common and the input set is \( T_a \cup T_b \), the chance that the iterative process will converge to weights which “distinguish” the values in \( T_a \) from those in \( T_b \) grows quickly as the sets get more unequal in size.

**Result 2.2.3** If the dynamical system has multiple basins, they can all be discovered by starting iteration with a “relatively small” set of random initial configurations.

These results hint at a methodology for using this type of dynamical system for data exploration. One can apply the iterative process to a set of tuples until it converges (which is proven to happen in some cases by Result 2.2.1 above, and happens anecdotally for a wider range of combining rules according to the authors). At that point, some nodes will have high weights and some will have lower weights. Result 2.2.2 indicates that by separating tuples containing high weight nodes from those containing low weight nodes, one can often find a partition in the input set that has some semantic meaning. Again, the authors provide additional anecdotal evidence to support this conclusion. Finally, Result 2.2.3 shows that runs from different initial configurations can often find different meaningful groupings within the data. Since the theorems in the paper are not sufficient to fully support the behavioral claims, the authors present a large number of additional empirical results in support of this methodology.
In addition to this methodology, the authors suggest another approach inspired by spectral graph partitioning. Instead of operating on one configuration at a time, the user can maintain several configurations \( \mathbf{w}^{(1)}, \mathbf{w}^{(2)}, \ldots, \mathbf{w}^{(m)} \) simultaneously. The user can then perform the following two steps until \( \mathbf{w}^{(i)} \) achieves a fixed point:

1. Update \( \mathbf{w}^{(i)} \leftarrow f(\mathbf{w}^{(i)}) \) for \( i = 1, 2, \ldots, m \).

2. Update the set of vectors \( \{\mathbf{w}^{(1)}, \mathbf{w}^{(2)}, \ldots, \mathbf{w}^{(m)}\} \) to be orthonormal.

The second step in which the vectors are made orthonormal can introduce negative weights into the configurations; the authors claim that separating the positive weight nodes from the negative weight nodes in the various configurations can result in an informative partition of the data. They term configuration \( \mathbf{w}^{(1)} \) after iteration the “principal basin”, and the others “non-principal basins.”

This approach shows several promising features. It converges quickly; generally less than 20 iterations are required in most of the examples in the paper. The authors also demonstrate that it can identify “clusters” even in the presence of irrelevant fields and large numbers of randomly generated “noise” inputs. Also, the non-principal basins can apparently be used to separate multiple clusters within the same input set.

Nevertheless, this approach has several weaknesses. The most basic is the current lack of both theoretical and practical understanding of the behavior of the algorithm. Theoretically, convergence is not guaranteed with most combining operators, and there are few results characterizing exactly what types of clusters may be identified by this method. Partially because of the lack of theoretical understanding, there is no clearly defined methodology to use this approach on practical clustering algorithms. The authors allude to “masking” and “augmenting” certain terms in the combining operator, but do not provide insight into when or how to perform these modifications. They also provide little in the way of insight on how to choose the right combining operator or initial state for a specific task. Until these issues are addressed, this approach is likely to be little more than a curiosity item.

Additionally, the fact that the approach deals only with categorical data can be a drawback. Categorical data is more general than numerical data, because even numerical vectors can be treated as categorical data. However, doing so discards useful similarity/distance information, and should probably be avoided if possible. The next section describes a graph-based approach, which unlike the papers considered so far, can deal with any type of data for which there is a well-defined notion of similarity.

2.3 Ben-Dor and Yakhini: Clique Graphs

Clustering has recently become popular in computational biology as a technique for analyzing DNA microarray data [8, 3, 19]. A pair of recent papers, one by Ben-Dor and
Yakhini [3] the other by Hartuv et. al [19], stand out in this literature because they describe novel clustering algorithms that could potentially be useful for many applications. The papers contain many similar ideas, but this section will focus exclusively on the work by Ben-Dor and Yakhini.

Underlying Ben-Dor and Yakhini’s approach is a model of input called the corrupted clique model. The basic idea of this model is that ideally, all elements within each cluster should be similar to one another, and not similar to any elements of other clusters. Hence, the similarity graph for the data should appear as a set of vertex-disjoint cliques; this type of graph is called a clique graph. In practice, however, the similarity relation is usually approximate, so the actual similarity graph derived from the data has some extra and some missing edges in it when compared to the ideal similarity graph. In the corrupted clique model, one assumes that the input is a clique graph that has been corrupted by adding each non-existing edge with probability $\alpha$ and removing each existing edge with probability $\alpha$. The goal of the clustering algorithm is thus to find the original clique graph given the corrupted version.

Ben-Dor and Yakhini present two algorithms to accomplish this task. The first is a theoretical algorithm, about which they prove several performance results. The second is a practical heuristic implementation based on the ideas of the theoretical algorithm.

Several definitions are required to describe the theoretical algorithm. 1 Suppose that $V$ denotes the set of vertices in the input graph, and $V$ is a union of disjoint sets so $V = E_1 \cup E_2 \cup \cdots \cup E_k$ where each $E_i$ represents a cluster. Suppose that for $v \in V$, $C(v) = i$ if and only if $v \in E_i$, so $C(v)$ is the label of the cluster which contains $v$.

A core $V'$ of $V$ is defined as $V' = E'_1 \cup E'_2 \cup \cdots \cup E'_k$, where each $E'_i$ is a non-empty subset of $E_i$. The core $V'$ classifies an input $v \in V - V'$ with the following function:

$$C_{V'}(v) = \max_{1 \leq i \leq k} \deg(v, E'_i) / |E'_i|.$$  \hspace{1cm} (2.5)

Intuitively, $C_{V'}(v)$ represents the cluster which appears to contain $v$ based only on the similarity of $v$ to elements in the core. Hence, if $C_{V'}(v) = C(v)$, then $V'$ correctly classifies $v$. The essence of the clustering problem in this approach is to identify a small core which correctly classifies all of the input elements.

The theoretical algorithm relies upon the following result, stated non-technically here for brevity.

**Result 2.3.1** Let $m$ denote the size of the smallest cluster in the input. If $\alpha$ is not too large and $m$ is not too small, then with high probability a random small subset of $V$ contains a core which correctly classifies all inputs.

Based on this result, the theoretical algorithm can be summarized as follows:

---

1 In order to be more consistent with the other sections, the notation in this section has been changed significantly from that in the original paper.
1. Consider a small subset $V'$ of $V$.

2. Consider all ways of partitioning $V'$ into $k$ non-empty clusters. Each such partition is called a core candidate.

3. With each core candidate, classify all of the remaining points. Keep the classification which results in the clique graph most similar to the input graph.

The practical algorithm, which the authors call CAST, works slightly differently. It requires no prior knowledge of the number of clusters, and avoids brute-force enumeration of core candidates. It takes as input a similarity function $s : V \times V \rightarrow [0, 1]$ and a coefficient $t$ and defines the affinity $a(v, E)$ of an element $v$ to a cluster $E$ as

$$a(v, E) = \sum_{u \in E} s(u, v).$$  \hfill (2.6)

An element $v$ is said to have high affinity for $E$ if $a(v, E) \geq t|E|$; otherwise it has low affinity for $E$. The algorithm operates by constructing one cluster at a time. In general, it alternates between adding high affinity elements to a cluster and removing low affinity elements. When this process stabilizes, the cluster is considered finished, and a new cluster is started. The process stops when all elements have been assigned to a cluster.

The authors present results of the practical algorithm on both simulated and real biological data; the results on simulated data are impressive in terms of accuracy, but do not report the running time or storage requirements of the algorithm. Hence, the scalability of the method is difficult to determine. However, the concept of identifying a high-quality “core” with a small number of elements which can be used to classify the remaining points hints at a useful way of scaling the algorithm: use a relatively small set of elements to generate the core, then use a simpler strategy to classify the remaining inputs and adjust the clusters as needed. A similar strategy has been successfully applied in the data mining community in systems such as CLARANS [28] and BIRCH [39].

Otherwise, the algorithm seems very appealing for data whose similarity patterns fit the corrupted clique model. However, it is important to note that by assuming a similarity matrix as input, the authors have avoided addressing issues such as how to select which attributes to use for clustering and how to represent them to the algorithm. The next section describes another general clustering algorithm that addresses these and other pragmatic concerns.

2.4 Agrawal, Gehrke, et. al.: Subspace Clustering

This section describes the paper “Automatic Subspace Clustering of High Dimensional Data for Data Mining Applications” by Agrawal, Gehrke, Gunopulos, and Raghavan [1]. The paper describes the CLIQUE clustering algorithm, which is targeted specifically at data
mining large databases. In particular, the authors identify three goals for practical data mining systems and argue that CLIQUE satisfies all of them. These goals are summarized below:

**Effective Treatment of High Dimensionality:** Each item in a database may have a large number of attributes, many of which may be irrelevant or misleading with respect to the formation of clusters.

**Interpretability of Results:** Many applications require that the algorithm produce a simple “summary” of each cluster for the user.

**Scalability and Usability:** The clustering algorithm must be fast and easy to use even on large databases, and be insensitive to noise and to the order in which the data is read.

The CLIQUE system takes a three step approach to clustering. First, a set of “subspaces” is chosen in which to cluster the data. Then, clustering is performed independently in each subspace. Finally, a compact summary of each cluster is generated in the form of a disjunctive normal form (DNF) expression.

Suppose the input is a set of \( n \) \( d \)-dimensional numerical vectors from the space \( A = A_1 \times A_2 \times \cdots \times A_d \), where each \( A_i \) is an interval. Suppose furthermore that each \( A_i \) is partitioned into \( \xi \) subintervals, where \( \xi \) is a user-supplied parameter. Applying such partitions in the original \( d \)-space divides the space into a set of \( d \)-dimensional axis-aligned rectangles which are termed *regions* by the authors. A region is termed *dense* if the proportion of input vectors contained within the region exceeds \( \tau \), another user-supplied parameter.

Now consider a graph in which the vertices are dense regions, and there is an edge between vertices if the corresponding regions in space share a face. A *cluster* can then be succinctly defined as a connected component in this graph. Also, observe that a region can be described simply as a conjunction of range checks in each of the dimensions; hence, a cluster can be described as a disjunction of the conjunctions describing the regions which comprise it.

These definitions are sufficient to describe how the authors perform clustering in the full-dimensional input space. First, they identify the dense regions, then use the above graph representation to find the clusters. Second, a DNF formula is generated for each cluster by taking a disjunction of the descriptions of each region in the cluster and then heuristically simplifying the resulting expression.

However, the authors are not content to perform clustering only on the full-dimensional data; they also want to consider what they call the *subspaces* of the original data. Specifically, the input space \( A \) has \( 2^d \) subspaces which can be formed by selecting all possible

---

\(^2\)The authors show that the method can be modified to handle categorical data, but presenting it in the context of numerical data is more intuitive.
subsets of the original dimensions to represent the input data. During a preprocessing step, the authors use an algorithm to identify every subspace which contains at least one dense region. The clustering stages defined above are then run separately on each such subspace. Because it may have to consider every possible subspace of the original dimensions, this preprocessing step takes exponential time in the number of dimensions. However, the authors argue that using various tricks and heuristics one can keep the actual time “reasonable” on real data.

Instead of relying on subspaces, traditional approaches to dimensional reduction have relied upon singular value decomposition of the original data [7, 14]. The idea is that the data can be transformed to the coordinate system defined by its eigenvectors, and then those axes corresponding to small eigenvalues can be discarded. The authors argue that this approach complicates the analysis of the final clusters, since they are formed in terms of linear combinations of the original input values. They also demonstrate several situations in which “obvious” clusters are obscured by the SVD approach.

The main contribution of this paper seems to lie in its concrete definitions of the desirable properties of approaches to data mining, and the unique concept of searching for clusters in the subspaces of the input set. However, the specific approach taken by CLIQUE is easily criticized. It makes use of an exponential time algorithm to analyze the subspace structure. In addition, the parameters $\xi$ and $\tau$ seem obscure, difficult to choose, and potentially limiting. For example different clusters may have different “densities”, making a single value of $\tau$ for the whole data set impractical, and using the wrong value can obviously be disastrous. Similarly, differences in the distributions in each dimension may call for different optimal values of $\xi$. On the other hand, adding even more parameters such as a separate value of $\xi$ for each dimension simply adds to the difficulty of tuning the algorithm for a data set.

3 Analysis and Conclusions

3.1 Choosing a Clustering Algorithm

Choosing a clustering algorithm for a particular problem can be a daunting task. Because clustering has been addressed in a wide variety of disciplines, it can be hard to even find the most relevant approaches to a particular problem. This difficulty is exacerbated by the fact that different disciplines use different terminology and basic definitions to describe their approaches.

Below is a list of criteria which is crucial to choosing a clustering algorithm. Included in the description of each criterion is an analysis of which clustering algorithms discussed in this paper best addresses the various situations which can arise under each criterion. The astute reader will notice that there are still tradeoffs involved in choosing a clustering approach; even analyzing a clustering problem with respect to the criteria below may not
yield a single “best” algorithm to choose. The details of the discussion below is summarized in Figure 3.

**Data and Cluster Model:** Perhaps the most important criterion for matching an instance of a clustering problem to a clustering algorithm is the nature of the data and the anticipated clusters. As previously noted, many clustering algorithms assume a certain type of input such as numerical input in the case of $k$-means or categorical input as in Gibson’s paper. Others require the availability of a distance metric or similarity measure for the data. Similarly, many algorithms implicitly assume that the cluster structure has certain characteristics. For example, in the case of $k$-means the clusters are assumed to be spherical, and in the case of single-link hierarchical clustering the clusters are assumed to be “well separated” so that incorrect links are not made.

Analysis based on these ideas can be applied to the algorithms in Section 2. If the data is numerical and the clusters are believed to be spherical or ellipsoidal, then approaches based on mixture models may be appropriate. On the other hand, if the data is non-numerical and/or little is known *a priori* about the geometry of the clusters, one of the graph-based approaches may be more appropriate.

In general, categorical data is best handled by the approaches of Ben-Dor and Gibson. The former is probably the best possibility when a well-defined notion of similarity is available for the data in question, while the latter is a better heuristic approach for “exploring” data and finding clusters which arise from the co-occurrence of certain categorical values.

Mixed data is handled best by the approaches of Ben-Dor and Agrawal. Ben-Dor’s more rigorous approach once again has the advantage in the presence of a known similarity measure for the data, whereas Agrawal’s approach is best used when it is unclear which attributes of the data should be examined while clustering.

The most general case, in which little is known about the data or the clusters, is not handled well by any of the algorithms since they all require that the user have sufficient knowledge to choose appropriate input parameters. This unfortunate case is discussed more fully in Section 3.2 below.

**Scalability:** Despite the ongoing exponential increases in the power of computers, scalability remains still a major issue in many clustering applications. In commercial data mining applications, the quantity of the data to be clustered can far exceed the main memory capacity of the computer, making both time and space efficiency critical; this issue is addressed by clustering systems in the database community such as *BIRCH* [39]. In other cases such as clustering algorithms imbedded within World
Wide Web search engines, time efficiency is imperative because search engine users want results very quickly.

Scalability is not directly addressed in Banfield or Ben-Dor’s papers, while the other two papers present empirical results showing that their algorithms can handle large input sets, although the time required by Agrawal's approach grows quickly with the number of dimensions of the input. Statistical mixture models often require quadratic space and the EM algorithm converges relatively slowly, making scalability an issue. Ben-Dor’s theoretical algorithm makes use of sampling to reduce the amount of work needed to form the “cores” of each cluster, but the practical algorithm does not use of this methodology. Of course, sampling can be used to scale any clustering algorithm; this idea will also be mentioned again in Section 3.2.

**Noise:** While traditional methods such as those described in Section 1 tend to ignore the problem of noise, all of the algorithms presented in Section 2 deal with noise in some way or another. In the mixture model approach, noise is modeled as a Poisson process and the clustering procedure explicitly labels some inputs as noise. In the dynamical systems and subspace approaches, noise points are simply left out of the clusters. Specifically, in the former approach the authors claim that these elements do not achieve high enough weights to be placed in clusters, while in the latter noise elements tend to fall outside “dense regions” and are thus ignored. Finally, Ben-Dor’s system does not specifically address the issue of noise, but under the clique graph model, noise points will tend to fall into extremely small clusters (often singletons) which can subsequently be ignored.

**Result Presentation:** In many practical clustering applications, it is useful if a succinct “summary” of each cluster can be given to the user. All of the systems within this paper except Ben-Dor’s have this ability. Banfield’s method generates a centroid and covariance matrix for each cluster, Gibson’s dynamical system identifies a set of high-weight values around which each cluster is formed, and Agrawal’s approach produces a DNF expression summarizing each cluster. Perhaps a post-processing phase could be added to Ben-Dor’s algorithm to choose a representative “median element” for each cluster.

### 3.2 Future Directions for Clustering Research

As the previous section illustrates, one of the major challenges in using a clustering algorithm on a specific problem lies not in performing the clustering itself, but rather in choosing the algorithm and the values of the associated parameters. Each of the papers discussed in Section 2 contain enough positive empirical results that it is easy to conclude that current
<table>
<thead>
<tr>
<th>Approach</th>
<th>Data</th>
<th>Scales</th>
<th>Noise</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture models</td>
<td>Numerical</td>
<td>Poorly</td>
<td>Models noise as a Poisson process and explicitly identifies inputs as noise.</td>
<td>$X$: The input set with dimensions and units selected appropriately</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k$: The number of clusters</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\theta$: The model to be used and its corresponding parameters</td>
</tr>
<tr>
<td>Dynamical systems</td>
<td>Categorical</td>
<td>Well</td>
<td>The nature of the dynamical system prevents noisy inputs from gaining high weight</td>
<td>$T$: The input set</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$w$: The initial config (or set of initial configs)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\oplus$: The combining operator</td>
</tr>
<tr>
<td>Clique graphs</td>
<td>General</td>
<td>Unknown</td>
<td>Noise points end up in small clusters</td>
<td>$S$: A similarity matrix</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$t$: The “affinity coefficient”</td>
</tr>
<tr>
<td>Subspace clustering</td>
<td>General</td>
<td></td>
<td>Well with number of inputs but very poorly with number of dimensions</td>
<td>$T$: The input set with units selected appropriately</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\xi$: The number of partitions per dimension</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\tau$: The “density cutoff”</td>
</tr>
</tbody>
</table>

Figure 3: Summary of the relevant features of the clustering algorithms from Section 2.
clustering algorithms do a good job when run on appropriate data with the appropriate parameters. It is choosing the algorithm and the parameters that present the challenge; in particular, a quick scan of the “Parameters” column in Figure 2 demonstrates that current approaches often rely on non-intuitive parameters which may be difficult for even the informed user to select.

This leads to the conclusion that there are three general categories of clustering algorithms. First, there is classification in the presence of prior knowledge about the clusters; this is often called “supervised learning” and is not examined directly in this paper. Second, there is classification to test a hypothesis. In this instance, the user has formed a hypothesis that under a certain set of assumptions about the data, the data can easily be organized into distinct clusters. This hypothesis is the basis for selecting an appropriate clustering algorithm, data representation, and set of algorithm parameters. If the hypothesis is valid then the algorithm should produce “good clusters”; otherwise the hypothesis requires modification. It is at this type of clustering that the methods in this paper excel.

Finally, there is classification to explore a data set, which hereafter will be referred to as data mining. In this case the user has no a priori assumptions about the data, but wants to know if it falls into “meaningful groups” (a term for which the user may not even have a specific definition). Data mining is currently a trendy application of clustering technology, but very little work has been done to gracefully eliminate fixed input parameters to clustering algorithms. Thus, most data mining approaches implicitly require the user to alternate between running the clustering algorithm, modifying the parameters, and choosing the results which seem “best.”

This leads to the following set of proposals for continuing research in clustering, and in particular data mining:

1. Gracefully eliminate the need for a priori assumptions about the data. An obvious candidate for elimination is fixed numerical inputs (such as $\xi$ in Agrawal’s subspace clustering approach). Obviously, one can define a notion of output quality, as Banfield and Raftery have done with their AWE statistic, and then iterate over many possible parameter values searching for a maximum. This trivially can eliminate the need for fixed inputs, at the cost of a potentially large increase in running time. More intelligent strategies than brute-force sampling to choose parameters would be helpful.

Additionally, current clustering algorithms make implicit assumptions about the input data. Common examples of such assumptions are that the units in each dimension are scaled appropriately, that the predefined notion of distance/similarity is ideal, and/or that the set of data attributes used for clustering are correct (although the approaches by Gibson and Agrawal are notable for attempting to avoid this assumption). An interesting proposal would be to explore useful ways to explicitly parameterize these assumptions and allow the computer to search for good specific choices. For example,
the computer could be allowed to select which dimensions of the data to use in the similarity calculation, or to choose whether or not to normalize the data in some dimension.

- **Use sampling to improve efficiency.** Theoretically-founded clustering algorithms are often dismissed as too inefficient to be used in practice. This problem will be exacerbated if the previous proposal is followed and the computer is forced to search over an even broader array of choices in the pursuit of “good clustering.” The theoretical results of Ben-Dor show that with a good choice of a similarity measure, forming a set of “cluster cores” and then classifying the remaining inputs is a very effective strategy as long as the sample size is big enough to get representatives from every important cluster. This strategy could be pursued to help “scale up” computationally intensive clustering methods.

### 3.3 Conclusion

This paper has described four recently-developed approaches to clustering. Each has both positive and negative aspects, and each is suitable for different types of data and different assumptions about the cluster structure of the input.

However, all of the algorithms still rely to some extent on rigid assumptions about the data which must be provided by the user. These assumptions appear both explicitly as fixed numerical parameters and implicitly in the way which the user represents the input to the algorithm. While prior knowledge of the application can help the user choose appropriate assumptions, oftentimes the user must still alternate between running the clustering algorithm and updating the assumptions based on the result.

The paper concludes by suggesting a new general strategy for clustering as a method of data mining. In this strategy, the assumptions required by the various clustering algorithms can be explicitly parameterized, allowing the computer more freedom to search for the best way to cluster the data. To compensate for the broadening of search space of possible clusterings, it is recommended that an implementation of this strategy use sampling to reduce the number of inputs if necessary. It is hoped that future work will lead to a specific clustering algorithm based on these ideas that can then be validated on actual data.
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