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Many applications in educational technology, from student modeling to problem generation, are built on a formal model of the operational knowledge for a given domain. These domain models consist of rules that experts apply to solve problems in the domain; for example, factoring, \( ax + bx \rightarrow (a + b)x \), is one such rule for K-12 algebra. In practice, domain models are handcrafted at great expense, so applications rely on a single generic model. But many models can capture the operational knowledge for a domain, and they differ in how well they meet specific educational objectives (such as maximizing problem-solving efficiency for advanced users or minimizing cognitive load for novices). Rapid creation of custom domain models is thus a key challenge in the development of personalized educational tools that adapt to their user’s needs.

This paper presents RuleSy, a new framework for computer-aided authoring of optimal domain models for educational applications. RuleSy takes as input a set of example problems (e.g., \( x + 1 = 2 \)), a set of basic axiom rules for solving these problems (e.g., factoring), and a function expressing the desired educational objective. Given these inputs, it first synthesizes a set of tactic rules (e.g., combining like terms) that integrate multiple axioms into advanced problem-solving strategies. The axioms and tactics are then searched for a domain model that optimizes the objective. RuleSy is based on new algorithms for mining tactic specifications from examples and axioms, synthesizing tactic rules from these specifications, and selecting an optimal domain model from the axioms and tactics.

We evaluate RuleSy on the domain of K-12 algebra, finding that it recovers textbook tactics and domain models, discovers new tactics and models, and outperforms a prior tool for this domain by orders of magnitude. But RuleSy generalizes beyond K-12 algebra: we also use it to (re)discover proof tactics for propositional logic, demonstrating its potential to aid in the development of custom models for a variety of educational domains.
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1 INTRODUCTION

Background. A key challenge in the design of educational applications is modeling the operational knowledge that captures the expertise of a given domain. This knowledge takes the form of a domain model, which consists of rules that experts apply to solve problems in that domain. For example, factoring, \( ax + bx \rightarrow (a + b)x \), is an expert problem-solving rule for K-12 algebra. Educational applications rely on domain models to automate tasks such as problem and progression generation [2], hint and feedback generation [29], student modeling [3], and misconception detection [39].

Domain modeling is a pressing problem in education technology for two reasons. First, domain models are currently created by hand, taking hundreds of hours of development time to model a single hour of instructional material [27]. Second, many different domain models can capture the operational knowledge for a domain, and basing an application on a single model limits its usefulness. Recent research [24] shows that to achieve mastery by over 95% of students, some students need over six times more content than others. To best serve a broad population of students, applications therefore need multiple models that optimize different educational objectives, such as maximizing solving efficiency by including many specialized rules versus minimizing memorization burden by including as few general rules as possible. For both of these reasons—the high cost of building a
Problem and Scope. This paper proposes a new approach to rapid development of optimal domain models that is based on program synthesis. We realize this approach in RuleSy, a framework that assists developers with both creating problem-solving rules and assembling them into domain models that optimize desired educational objectives. The RuleSy framework was motivated by practical experience: some of the authors work for an educational technology company building adaptive K12 applications that need custom domain models. These applications are the intended use case for our work, and our company is already adopting key ideas from RuleSy (e.g., the DSL from Section 3). Here, we focus on presenting and evaluating the novel technical aspects of RuleSy, with the future goal of integrating the framework fully into our company’s workflow and evaluating its impact on the productivity of the company’s developers.

Approach. RuleSy is a framework for modeling domains that express operational knowledge with condition-action rules, such as \( ax + bx \rightarrow (a + b)x \). A rule of this form describes one step that an expert would take to solve a problem. The rule’s condition recognizes problem states that trigger rule application, and its action specifies how to transition to the next problem state from the current one. For example, the factoring rule \( ax + bx \rightarrow (a + b)x \) rewrites algebra terms of the form \( ax + bx \) to \( (a + b)x \). These rules are easy to explain and align with existing instructional design [40]. But crafting a set of such rules (i.e., a domain model) that best meets an educational objective is difficult, and RuleSy helps automate this task.

To illustrate the difficulty of model authoring, consider creating a domain model for K-12 algebra. Suppose that our model includes the basic rules, or axioms, for solving algebra problems: e.g., factoring and constant folding, \( c_0 + c_1 \rightarrow c_2 \) where \( c_0 \) and \( c_1 \) are constants and \( c_2 \) is their sum. Should this model also include the rule for combining like terms, \( c_0x + c_1x \rightarrow c_2x \), which composes factoring and constant folding? While such compound rules, or tactics, are not necessary for problem solving, some are always included in textbook domain models (e.g., Charles et al. [8]) because they enable more efficient problem solving with less cognitive load [36]. Yet there is a limit to how many rules students can remember, so the optimal mix of axioms and tactics for a domain model depends on the desired tradeoff between maximizing solving efficiency and minimizing the memorization burden.

RuleSy helps navigate such tradeoffs by generating an optimal domain model given only a set of axioms for the domain, a set of representative example problems, and an objective function that expresses the desired optimization criteria in terms of rule and solution costs. Using the axioms and the examples, RuleSy first synthesizes an exhaustive set of tactics that combine multiple axioms into advanced problem-solving strategies. Each of these tactics shortens the solution to at least one example problem compared to using the axioms alone. Having generated the tactics, RuleSy then applies discrete optimization to both the axioms and the tactics, producing a domain model that solves the example problems and optimizes the provided objective.

To enable tactic synthesis, RuleSy treats condition-action rules as programs in a high-level domain-specific language (DSL). These programs consume and produce problem states expressed as trees; a program consists of a pattern to match against a tree, and a set of tree editing actions to apply to the matched subtrees. A condition-action rule (and, hence, a program in our DSL) can fire on any part of the problem state to transform it to another state. For example, given the problem \( z + 0 = 0 + y \), the additive identity rule \( x + 0 \rightarrow x \) can fire on either \( z + 0 \) or \( 0 + y \) (due to the commutativity of addition), giving rise to two possible output states, \( z = 0 + y \) or \( z + 0 = y \). This non-determinism makes rule programs a challenging target for synthesis—to our knowledge, existing tools can neither synthesize such programs directly, nor scale to support indirect encodings that enumerate all possible applications of a rule.
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RULESy tackles the rule synthesis challenge with a novel reduction to a set of classic syntax-guided synthesis [1] queries. The reduction employs two stages: specification mining and rule synthesis. Specifications mining uses the axioms and the examples to produce a set of deterministic functions that define sound and useful tactics. In particular, each mined function captures a subset of the input-output behaviors allowed by a sequence of axiom applications, including behaviors that shorten the solution to at least one example problem. The rule synthesis stage uses these functions as specifications, thus side-stepping the need to reason about the semantics of rule firing. To scale to practical rules, RULESy employs a novel formulation of the classic syntax-guided synthesis query, exploiting the structure of its DSL and specifications to reduce the synthesis search space asymptotically.

Once it synthesizes the tactics for a given set of examples and axioms, RULESy needs to explore the resulting design space to find a domain model that solves the examples and optimizes the desired objective. Finding such a model is undecidable in general, since an arbitrary set of rules (i.e., a candidate model) in our DSL may not be terminating [11]. We therefore constrain this optimization task to be decidable and develop a new algorithm for discharging it. In particular, RULESy finds a domain model that solves the examples while minimizing the objective over the model’s rules and the shortest (rather than all) solutions obtainable with those rules.

Our work builds on a short paper by Butler et al. [7], published in the education technology literature. That paper argued for computer-aided development of custom domain models, and presented a prototype tool for creating such models for the domain of introductory K-12 algebra. The prior tool employs a procedure for synthesizing tactics that is neither sound nor complete, and it uses heuristics to try and tackle the undecidability of the domain model optimization query. Unlike that tool, RULESy generalizes beyond K-12 algebra, and it is based on new algorithms for sound specification mining, sound and complete rule synthesis, and decidable optimization.

Evaluation. To evaluate RULESy, we applied it to the domain of introductory K-12 algebra, seeking to assess the quality of its output and the performance of its algorithms. We use a standard algebra textbook [8] as the baseline for evaluating the quality of the synthesized tactics and domain models, and the prior tool by Butler et al. [7] as the baseline for evaluating runtime performance. Applying RULESy to examples and axioms from the textbook, we find that it recovers standard algebra tactics (such as combining like terms) presented in the book, while also discovering additional advanced tactics. We also find that RULESy can not only recover the textbook’s domain model when given a specific objective, but that it can also discover different variants of this model that optimize different objectives. Finally, we show that RULESy significantly outperforms the prior tool by Butler et al. [7], both in terms of output quality and runtime of its algorithms.

While our evaluation focuses on the domain of K-12 algebra, our approach is not specific to this domain. The approach assumes that problem states are represented as trees and that rule programs transform trees. To show the framework’s generality, we instantiate it a with a DSL for proving theorems in propositional logic, and use it to synthesize proof tactics from textbook [6] axioms and exercises. We find that RULESy synthesizes both new and standard tactics for this domain (e.g., modus ponens), just as it did for K-12 algebra.

Summary. In summary, this paper makes the following contributions:

- A formal development of the RULESy framework for computer-aided development of optimal domain models, expressed as sets of condition-action rules.
- New algorithms for mining tactic specifications from a set of examples and axioms; for synthesizing rule programs that implement those specifications; and for selecting a subset of the axioms and tactics that solves the examples while optimizing a given objective.
• An extended case study demonstrating the effectiveness of RuleSy in the domain of introductory algebra, and a brief case study demonstrating the framework’s applicability to other domains, such as logic proofs.

The rest of the paper is organized as follows. Section 2 presents an overview of RuleSy and its application to a toy algebra domain. Section 3 describes the DSL for condition-action rules that RuleSy targets for synthesis. Section 4 describes our algorithms for specification mining, rule synthesis, and rule set optimization. Section 5 presents two case studies that apply RuleSy to the domains of K-12 algebra and propositional logic. We conclude with a discussion of related work in Section 6 and a summary of contributions in Section 7.

2 OVERVIEW

This section illustrates RuleSy’s functionality on the problem of creating optimal domain models for a toy algebra domain. The domain focuses on solving linear equations that involve addition of variables and constants, e.g., \( x + 2 = 3 \). People solve an equation of this kind by repeatedly applying rewrite rules until the unknown (\( x \)) is isolated on one side of the equality symbol (\( x = 1 \)). Many sets of rules (i.e., domain models) can be used to accomplish this task depending on the educational objective—e.g., minimizing memorization for novice students or maximizing solving efficiency for advanced students. Our goal is to generate domain models that optimize such objectives.

To use RuleSy, the domain model developer provides a set of example problems; a set of initial rules, or axioms, sufficient to define the domain and solve the example problems; and an educational objective expressed as a function of rule and solution costs. RuleSy then synthesizes a set of shortcut, or tactic, rules, and finds a subset of the axioms and tactics that optimizes the objective. This section shows sample inputs for our toy algebra domain and uses them to illustrate RuleSy’s algorithmic pipeline.

2.1 Examples, Axioms, and Objectives

Examples. Figure 1 shows the example problems we will use for the toy algebra domain. The problems (b) are represented as s-expressions (c). We consider a tiny subset of algebra that includes equations of the form \( x + \sum i c_i = c_k \), where \( x \) is a variable and \( c_i, c_k \) are integer constants. Such a problem is solved by reducing it to an equation of the form \( x = c \).

Axioms. To solve a toy algebra equation, we use a set of condition-action rules to repeatedly rewrite the problem until it takes the reduced form. Figure 1a shows three such rules that are sufficient to solve our example problems (as well as all problems expressed in the syntax from Figure 1c). A rule consists of a condition, which matches a syntax tree with a specific shape, and an action, which creates a new tree by applying editing operations (such as adding or removing nodes) to the matched tree. For example, rule A matches trees of the form \( (+ 0 e \ldots) \), where the order of subtrees is ignored, and it rewrites such trees by removing the constant 0 to produce \( (+ e \ldots) \). These rules will serve as our axioms for solving toy algebra problems; e.g., we can solve \( p_1 \) in two steps, by applying the rules \( B \circ A \) to obtain \( x + 1 + -1 = 5 \rightarrow _B x + 0 = 5 \rightarrow _A x = 5 \). RuleSy uses the axioms to synthesize tactic rules (Figure 3) that can solve the example problems in fewer steps.

Objective. By design, axioms are more general than tactics but lead to longer solutions, while tactics lead to more efficient solutions but apply less generally. The best mix of axioms and tactics for a domain model therefore depends on the desired educational objective. RuleSy expresses these objectives as functions of rule and solution costs. Figure 1d shows an example objective function, given as a weighted sum of two components: rule set complexity and solution efficiency, which are proxy measures for the difficulty of learning and applying knowledge encoded in the given
; Additive identity: (+0 e ... → (+ e ...)
(define A
  (Rule
    (Condition
      (Pattern (Term + (ConstTerm) _ etc))
      
      (Action (Remove (Ref 1))))))

; Constant folding: (+c1 c2 ...) → (+ c ...),
(define B
  (Rule
    (Condition
      (Pattern (Term + (ConstTerm) (ConstTerm) etc))
      
      (Action
        (Replace (Ref 1)
          (Apply + (Ref 1) (Ref 2)))
        (Remove (Ref 2))))))

; Adding the negation of a term to both sides:
; (= (+ e0 ...) e1) → (= (+ (- e0) e0 ...) (+ e1 (- e0)))
(define C
  (Rule
    (Condition
      (Pattern (Term = (Term + _ etc) _))
      
      (Action
        (Replace
          (Cons (Make - (Ref 1 1)) (Ref 1)))
        (Replace
          (Ref 2)
          (Make + (Ref 2)
            (Make - (Ref 1 1))))))))

(a) Axioms as production rules in our DSL.

(b) Example problems for the toy algebra domain.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0 : x + 0 = 3$</td>
<td>(+ (x 0) 3)</td>
</tr>
<tr>
<td>$p_1 : x + 1 - 1 = 5$</td>
<td>(+ (x 1 -1) 5)</td>
</tr>
<tr>
<td>$p_2 : x + 2 = -4$</td>
<td>(+ (x 2) -4)</td>
</tr>
</tbody>
</table>

(c) Syntax for example problems.

; Computes $\alpha \cdot R(Rules) + (1 - \alpha) \cdot S(Solutions)$, where
; $\alpha \in [0,1]$ is a weighting term, $R$ is the sum of the costs of the Rules, and $S$ is the average cost of the Solutions.
(define (objective Rules Solutions alpha)
  (+ (* alpha
      (apply + (map rule-cost Rules))))
  (* (- 1 alpha)
     (apply mean
      (map sol-cost Solutions)))))

(d) A sample objective function.

Fig. 1. The inputs to our system for the toy algebra domain consist of a set of axioms (a), example problems (b-c), and an objective function (d). The axioms (a) are expressed in the production rule DSL described in Section 3. The rule condition consists of a pattern to match against the input’s abstract syntax tree (AST) and a constraint that the matched AST must satisfy; the action specifies a set of functional edits to this AST. A reference expression (Ref i...) identifies a nested subexpression in the matched AST, with child indexing starting at 1. Rule application ignores the order of arguments to commutative operators. The example problems (b) are expressed in a simple S-expression syntax (c). The objective function (d), used for choosing an optimal subset of learned rules, is a weighted sum of the cost of a candidate rule set and the cost of applying it to solve the input problems.
Fig. 2. Mining a tactic specification from the problem $p_1$ (Figure 1b) using the toy algebra axioms (Figure 1a). RuleSy first finds all shortest solution paths for each problem using the axioms (a). A specification takes the form of a plan (b) for applying a sequence of axioms to a given AST (c). Each step in the plan specifies a permutation of its input that satisfies the axiom’s condition, given as a binding from the references (Ref i . . . ) to the indices they match in the input AST.

domain model [36]. Rule set complexity is taken to be the sum of individual rule costs, where the cost of a rule is a function of its syntactic structure. Solution efficiency measures the average cost of solving all example problems using a given rule set. We take the cost of solving a problem to be the sum of the costs of the individual rewrite steps, measured by the number of syntax tree manipulations performed during the application of a rule. RuleSy finds the mix of axioms and tactics that optimizes the desired trade-off between rule set complexity and solution efficiency.

2.2 Specification Mining

To find an optimal domain model, RuleSy first needs to synthesize a set of tactic rules that can help solve the input problems more efficiently than the axioms alone. For example, we could solve $p_1$ in one step if we had a “cancelling opposite constants” rule that composes the axioms B and A. In contrast, creating a rule that composes C with itself would not help solve any of the examples in fewer steps. RuleSy determines which rules to synthesize, and how those rule should behave, by mining a set of tactic specifications from the input problems and axioms.

A tactic specification defines a plan for applying a sequence of axioms, as shown in Figure 2b. A plan describes which axioms to apply, in what order, and how. Since an axiom may be applied to an algebraic expression in multiple ways, a plan associates each axiom with an application index and a binding for the axiom’s pattern. The application index identifies a subtree in the expression’s abstract syntax tree (AST), and the binding specifies a mapping from the index space of the axiom’s pattern to the index space of the subtree. The plan in Figure 2b solves $p_1$ in one step by reducing the expression $(+ x 1 -1)$ to $x$. In essence, plans represent functional specifications of tactic rules that can help solve the example problems in fewer steps. This removal of non-determinism from tactic specifications is key to making synthesis tractable, since we need to be able to reduce tactic semantics to efficiently-solvable SMT formulas in order to verify that a candidate rule implements a given specification.
RULESy computes tactic specifications in two stages. The first stage uses the axioms to find all shortest solutions to each example problem. Figure 2a shows the shortest solutions for our toy examples and axioms; we represent the solutions to a given problem as a directed acyclic multigraph with a single source and at least one sink. The second stage (Figures 2b and 2c) enumerates a set of plans that describe all paths between every pair of nodes in the resulting graphs. These plans capture the behaviors of all solution-shortening tactics that can be inferred from the given example problems and axioms.

2.3 Rule Synthesis

Given a set of tactic specifications, RULESy synthesizes a set of tactic rules, expressed in the same DSL (Section 3) as the input axioms. Our synthesis algorithm builds on an existing tool [38] for syntax-guided synthesis [1, 34], which takes as input a specification and a sketch of the implementation.

A sketch is a program with missing expressions, called "holes," to be filled by the synthesizer so that the resulting implementation satisfies the specification. Ideally, a sketch would consist of a single hole, and the synthesizer would fill that hole with a correct condition-action program. But this naive approach does not scale in practice. To achieve scalability, RULESy implements a sound and complete technique for synthesizing conditions independently of actions.

Figure 3 shows two sample tactics synthesized for our toy algebra tutor using the specifications (e.g., Figure 2c) mined from the toy examples and axioms.

For example, the tactic BA performs two tree manipulation actions, while the axiom sequence B o A performs three such actions. But the tactic also applies to fewer problem states than the axioms. RULESy uses discrete optimization to decide which axioms and tactics to include in a domain model, depending on the desired educational objective.

2.4 Rule Set Optimization

The optimizer takes as input the objective function, the example problems, and the axiom and tactic rules. The objective returns a positive real value when applied to a set of rules and a set of solutions. Given these inputs, the optimizer finds a subset of the rules that is sufficient to solve the example problems, while minimizing the objective over all shortest solutions obtainable with such sufficient subsets.
\( \mathcal{R}_{0.1} = \{A, BA, CBAB\} \quad \mathcal{R}_{0.9} = \{BA, CBAB\} \)

Fig. 4. Optimal rule sets for our toy problems (Figure 1b), rules (Figure 1a and 3), and objective (Figure 1d).

```
program ::= (Rule cond action)
cond ::= (Condition (Pattern pattern) (Constraint constr))
pattern ::= _ | (ConstTerm) | (VarTerm) | (BaseTerm)
      | (Term op pattern*) | (Term op pattern* etc)
constr ::= true | pred | (And constr constr)
pred ::= (Eq? ref const) | (Neq? ref const)
action ::= (Action cmd*)
cmd ::= (Remove ref) | (Replace ref expr)
expr ::= const | obj
      | (Make op expr*) | (Cons expr ref)
      | (Cons expr obj)
      | (Apply op const*)
      | (Ref) | (Ref int*)
term ::= int | var | (op term*)
int ::= integer literal
var ::= identifier
op ::= * | - | * | / |
```

Fig. 5. Syntax for the algebra DSL. The notation form* means one or more repetitions of the given form.

Figure 4 shows two sample optimal rule sets for our toy domain. The rule sets \( \mathcal{R}_{0.1} \) and \( \mathcal{R}_{0.9} \) minimize the value of the toy objective (Figure 1d) for different values of the weighting factor \( \alpha \). Setting \( \alpha \) to 0.1 emphasizes solution efficiency, while setting it to 0.9 emphasizes rule set economy. As a result, \( \mathcal{R}_{0.1} \) includes more rules than \( \mathcal{R}_{0.9} \). RULESy thus helps with both creating new tactics and using them to form domain models that best satisfy desired objectives.

## 3 A DOMAIN-SPECIFIC LANGUAGE FOR CONDITION-ACTION RULES

This section presents a RULESy language for specifying condition-action rules, instantiated for the domain of K-12 algebra. We use this instantiation to show examples throughout the paper, and to describe our rule synthesis and optimization algorithms. But RULESy generalizes beyond the domain of K-12 algebra: it is applicable to any domain in which problems are expressed as (abstract syntax) trees and rules as condition-action programs that transform those trees. We describe another instantiation of RULESy, for the domain of propositional logic, in Section 5.

### 3.1 Specifying Problems and Rules

Our algebra DSL (Figure 5) represents rules as programs that operate on algebra problems expressed as terms. A term may be an integer constant, a variable, or an expression that combines terms using standard arithmetic operators. RULESy is parametric in the definition of terms; for example, we could instantiate the framework with boolean terms by using boolean constants instead of integers and logical connectives instead of arithmetic operators. The structure of rules, on the other hand, is fixed. A rule consists of a condition, which determines if the rule is applicable to a given term, and an action, which specifies how to transform terms. Conditions include a pattern to match against the term’s structure and a boolean constraint to evaluate on that structure. Actions are sequences of term editing operations, such as removing or replacing a subterm. Both constraints and actions can use references to identify specific subterms of the term to which the rule is being applied. The toy problems (Figure 1b) and rules (Figures 1a and 3) from Section 2 are all valid terms and programs in the algebra DSL.

### 3.2 Interpreting Rules

**Semantics of Rule Firing.** Rule programs denote partial functions from terms to terms (Figure 6). If a term satisfies the rule’s condition, the result is a term; otherwise, the result is an undefined value (⊥). We solve algebra problems by applying rules exhaustively, via \( \text{fire}(R, t) \), on permutations and subterms of a given term. Permuting a term (Definition 3.3) reorders the arguments to any commutative operators while leaving the rest of the term’s structure unchanged. To fire a rule on
Next, we observe that the scope (Definition 3.4) of the following mappings (Definition 3.3):

- \((\text{Term}_1 \ldots \text{Term}_k)\) maps to \((t = (a_1 \ldots a_k) \land \forall i \leq k [p_i] t_i)\)
- \((\text{Term}_1 \ldots \text{Term}_k \text{etc})\) maps to \((t = (a_1 \ldots a_n) \land n \geq k \land \forall i \leq k [p_i] t_i)\)
- \((\text{ConstTerm})\) maps to \(\text{lit\alist}(t)\)
- \((\text{VarTerm})\) maps to \(\text{variable}(t)\)
- \((\text{BaseTerm})\) maps to \(\text{lit\alist}(t) \lor \text{variable}(t)\)
- \((\text{\alist})\) is true
- \((\text{Eq?e})\) maps to \(((\text{\alist} t = [e]) t)\)
- \((\text{Neq?e})\) maps to \(((\text{\alist} t \neq [e]) t)\)
- \((\text{And}\_{i_1, i_2})\) maps to \([i] t \wedge [j] t\)
- \((\text{Action}\_{i_1 \ldots i_k})\) maps to \([i_1 \ldots i_k])(\text{\alist})
- \((\text{Remover})\) maps to \(\text{replace}(t, \text{index}(r), [e])\)
- \((\text{Replace}\_e)\) maps to \(\text{replace}(t, \text{index}(r), [e])\)
- \((\text{Make}\_{i_1 \ldots i_k})\) maps to \(\text{cons}(i_1 t_1, \ldots, i_k t_k)\)
- \((\text{Cons}\_{e, e})\) maps to \(\text{cons}(e_1 t_1, [e_2])\)
- \((\text{Replace}\_{i, \ldots, i_k})\) maps to \(\text{ref\alist}(t, [1 \ldots i k])\)

\[\begin{align*}
\text{index}(\text{Ref} 1_{i_1} \ldots i_k) &= [1 \ldots i_k] \\
\text{replace}(\text{t}, [1, s]) &= [1, s] \\
\text{replace}(\text{t}_{1\ldots k}, [1, s]) &= [1 \ldots t_{i-1}, s, t_{i+1}, \ldots, t_k] \\
\text{replace}(\text{t}_{1\ldots k}, [i, j, \ldots]) &= [1 \ldots t_{i-1}, t_{i+1} \ldots t_k] \\
\text{rm\alist}(\text{t}_{1\ldots k}, [i]) &= [1 \ldots (t_{i-1} t_{i+1} \ldots t_k)] \\
\text{rm\alist}(\text{t}_{1\ldots k}, [i, j, \ldots]) &= [1 \ldots \text{rm\alist}(t, [i, j, \ldots]) \ldots t_k] \\
\text{cons}(\text{t}_{1\ldots k}, [i]) &= [1 \ldots t_{i-1} t_{i+1} \ldots t_k] \\
\end{align*}\]

\[\begin{align*}
\text{fire}\_\text{R}\_\text{t} &= \{[\text{\alist} t] \mid [\text{\alist} t] \neq \bot\} \\
\text{where} \text{lit\alist}(t) \lor \text{variable}(t) \\
\text{fire}\_\text{R}\_\text{t} &= \{[\text{\alist} t] \mid [\text{\alist} t] \neq \bot \land \beta \in \text{pattern}(\text{t}) \} \cup \\
\bigcup_{i \leq \text{\alist} n} \text{\alist}\{\text{\alist}\text{\alist}\text{\alist}\text{\alist}\} \\
\end{align*}\]

\[\begin{align*}
\text{where} \text{t} &= (a_1 \ldots a_n) \\
\end{align*}\]

Fig. 6. Semantics for the algebra DSL (Figure 5). The expression \((o_{t_1} \ldots t_n)\) constructs a term with the given operator and children; \(\ldots\) stands for parallel function composition; \([x, \ldots]\) denotes a sequence; and other notation is described in Definitions 3.2-3.5.

a term, we permute the term “just enough” to establish a one-to-one mapping between the rule’s pattern and the term’s structure (Definition 3.5). By establishing such mappings for all subterms of a term, \text{fire} implements the intuitive notion of rule application given in Section 2: a rule fires on all subterms that satisfy the rule’s condition, ignoring the order of arguments to commutative operators.

Example 3.1. To illustrate the semantics of \text{fire}, consider firing the rule A from Figure 1a on the term \(t = (+ (* x 2) 0)\). The set \text{refs\alist}(t) of all valid tree indices for \(t\) consists of the indices \([1, 1], [1, 1, 1], [1, 2], [2]\), which identify the subterms \(t, (* x 2), x, 2, 0\), respectively (Definition 3.2). Since both addition and multiplication are commutative, valid tree permutations \(\Pi(t)\) for \(t\) consist of the following mappings (Definition 3.3):

- \(t_{\text{\elist}} = t\) where \(\pi_0 = \{[1] \rightarrow [1], [1] \rightarrow [1, 1] \rightarrow [1, 1, 1] \rightarrow [1, 1, 2] \rightarrow [1, 2] \rightarrow [2]\}\);
- \(t_{\text{\elist}} = (+ (* x 2) 0)\) where \(\pi_1 = \{[1] \rightarrow [1, 1] \rightarrow [1, 1, 1] \rightarrow [1, 2], [1, 2] \rightarrow [1, 1, 2] \rightarrow [1, 2]\}\);
- \(t_{\text{\elist}} = (+ 0 (* x 2))\) where \(\pi_2 = \{[1] \rightarrow [1, 1] \rightarrow [2], [1, 1] \rightarrow [2, 1], [1, 2] \rightarrow [2, 2], [2, 2] \rightarrow [1]\}\);
- and \(t_{\text{\elist}} = (+ 0 (* x 2))\) where \(\pi_3 = \{[1] \rightarrow [1, 1] \rightarrow [2], [1, 1] \rightarrow [2, 2], [1, 2] \rightarrow [2, 1], [2] \rightarrow [1]\}\). Next, we observe that the scope (Definition 3.4) of A’s pattern consists of the indices \([1, 1, 2]\) Finally, we use the permutations of \(t\) and the scope of A to compute all valid bindings for A and \(t\) (Definition 3.5): \(\beta_0 = \{[1] \rightarrow [1, 1] \rightarrow [1, 2] \rightarrow [2]\}\) with \(t_{\text{\elist}} = t_{\text{\elist}}\) and \(\beta_1 = \{[1] \rightarrow [1, 1] \rightarrow [2]\}\).
We write \( bind \). We define scope etc.

Actions apply a set of parallel functional edits to disjoint subterms of the input term, so \( \text{fire}(A, t) \) yields \{\( \ast \times 2 \}\).

**Definition 3.2 (Tree Indices).** A tree index is a finite sequence of positive integers that identifies a subterm of a term as follows:

\[
\begin{align*}
\text{ref}(t, []) &= t; \\
\text{ref}(o \ t_1 \ldots t_k, [i]) &= t_i \text{ if } 1 \leq i \leq k; \\
\text{ref}(o \ t_1 \ldots t_k, [i, j, \ldots]) &= \text{ref}(t_i, [j, \ldots]) \text{ if } 1 \leq i \leq k; \\
\text{ref}(t, idx) &= \bot \text{ otherwise.}
\end{align*}
\]

We write \( \text{refs}(t) \) to denote the set \( \{idx \mid \text{ref}(t, idx) \neq \bot\} \).

**Definition 3.3 (Tree Permutations).** A function \( \pi \) is a tree permutation for a term \( t \) if it defines a bijective mapping from \( \text{refs}(t) \) to itself. A permutation \( \pi \) is valid for \( t \) if it reorders only the children of commutative operators in \( t \). That is, for each \( [i_1, \ldots, i_n] \in \text{refs}(t) \), \( \pi([i_1, \ldots, i_n]) = [j_1, \ldots, j_n] \) such that \( \pi([i_1, \ldots, i_{n-1}]) = [j_1, \ldots, j_{n-1}] \) and \( i_n = j_n \) or \( \text{ref}(t, [i_1, \ldots, i_{n-1}]) = (op \ldots) \) where \( op \) is commutative. We write \( \Pi(t) \) to denote the set of all valid permutations of \( t \), and \( t^{\pi} \) to denote the term obtained by applying \( \pi \in \Pi(t) \) to \( \text{refs}(t) \).

**Definition 3.4 (Scopes).** A tree index \( idx \) is in the scope of a condition pattern \( p \) if \( \text{scope}(p, idx) \neq \bot \) where:

\[
\begin{align*}
\text{scope}(p, []) &= p; \\
\text{scope}(\text{Term} \ o \ p_1 \ldots p_k, [i]) &= p_i \text{ if } 1 \leq i \leq k; \\
\text{scope}(\text{Term} \ o \ p_1 \ldots p_k, [i, j, \ldots]) &= \text{scope}(p_i, [j, \ldots]) \text{ if } 1 \leq i \leq k; \\
\text{scope}(\text{Term} \ o \ p_1 \ldots p_k \text{ etc}, idx) &= \text{scope}(\text{Term} \ o \ p_1 \ldots p_k, idx); \\
\text{scope}(p, idx) &= \bot \text{ otherwise.}
\end{align*}
\]

We write \( \text{scope}(p) \) to denote the set \( \{idx \mid \text{scope}(p, idx) \neq \bot\} \).

**Definition 3.5 (Bindings).** Let \( \beta \) be a bijection from tree indices to tree indices with a finite domain \( \text{dom}(\beta) \) and range \( \text{ran}(\beta) \). We say that \( \beta \) is a binding for a pattern \( p \) if the domain of \( \beta \) is the scope of \( p \); i.e., \( \text{dom}(\beta) = \text{scope}(p) \). A binding \( \beta \) is valid for a term \( t \) if there is a permutation \( \pi \in \Pi(t) \) such that \( \beta^{-1} \subseteq \pi \) and for all \( [i_1, \ldots, i_n] \in \text{refs}(t) \), if \( [i_1, \ldots, i_k] \in \text{ran}(\beta) \) and \( [i_1, \ldots, i_{k+1}] \notin \text{ran}(\beta) \), then \( \pi([i_1, \ldots, i_n]) = \beta^{-1}([i_1, \ldots, i_k] \oplus [i_{k+1}, \ldots, i_n]) \), where \( \oplus \) stands for sequence concatenation. We define \( \text{bind}(\beta, t) \) to return an arbitrary but deterministically chosen permutation \( \pi \in \Pi(t) \) for which \( \beta \) is valid, if one exists, or \( \bot \) otherwise. We write \( B(p, t) \) to denote the set \( \{\beta \mid \text{dom}(\beta) = \text{scope}(p) \wedge \text{bind}(\beta, t) \neq \bot\} \) of all valid bindings for \( p \) and \( t \), and we write \( t^\beta \) to denote \( t^{\text{bind}(\beta, t)} \).

**Semantics of Conditions and Actions.** Rule conditions denote functions from terms to booleans, and actions are functions from terms to terms. A condition maps a term to ‘true’ if the term matches the condition’s pattern and satisfies its constraint. The pattern \( \text{Term} \ o \ p_1 \ldots p_k \) matches terms \( t \) with the operator \( o \) and with \( k \) children that match the subpatterns \( p_1 \ldots p_k \). If a \( \text{Term} \) pattern ends with \( \text{etc} \), then \( t \) can have an arbitrary number of unmatched children, in addition to the \( k \) matched children. Other patterns match literals, variables, both, or all terms. Constraints capture conditions that are not expressible through pattern matching, such as two subterms being syntactically equal. Actions apply a set of parallel functional edits to disjoint subterms of the input term \( t \). Actions can create new terms (via \text{Make} \), and both conditions and actions can evaluate expression terms with literal arguments (via \text{Apply} \).

**Well-formed Rule Programs.** The meaning of rule conditions and actions is defined only for well-formed programs (Definition 3.6), which contain no invalid references. A reference expression \( \text{Ref} \ i_1 \ldots i_n \) specifies an index \( [i_1, \ldots, i_n] \) into the matched term’s syntax tree (Definition 3.2). The empty index \( [] \) identifies the term itself; \( [i] \) identifies the term’s \( i^{\text{th}} \) child; \( [i, j] \) identifies the
where each term matches the pattern of a well-formed program, then every reference in that program is guaranteed to specify a valid index into the term’s abstract syntax tree. Additionally, Apply and Cons expressions always reference subterms of the right kind; the program’s actions always edit disjoint subtrees of the term’s AST; and (in)equality predicates only compare subterms matched by terminal patterns. Well-formed programs are therefore free of runtime errors caused by invalid references to subterms.

Definition 3.6 (Well-Formed Programs). Let R be a rule with the condition (Condition (Pattern p) (Constraint b)) and action (Action a1...an). We say that R is well-formed if the following constraints hold:

- Each (Ref i1...in) expression in R specifies a tree index that is in the scope of p: [i1, ..., in] ∈ scope(p).
- For all references a in an (Apply o e1...en) expression, scope(p, index(e)) is a (ConstTerm) pattern.
- If e2 is a reference in a (Cons e1 e2) expression, then scope(p, index(e2)) is a (Term ... ) pattern.
- Let r denote the first argument to an command ak in R, which is always a reference. For all distinct a, b in R, index(r) is not a prefix of index(r) and vice versa.
- For all references e in an Eq? or Neq? predicate, scope(p, index(e)) is not a Term pattern.

4 RULE MINING, SYNTHESIS, AND OPTIMIZATION

The RuleSy framework computes an optimal set of condition-action rules for a given educational objective, example problems, and axioms for solving those problems. Section 2 illustrates the three stages of this computation: (1) specification mining, (2) rule synthesis, and (3) rule set optimization. This section presents the algorithms underlying each stage and states their guarantees.\(^1\)

4.1 Specification Mining

As illustrated in Section 2.2, specification mining takes as input a set of examples and axioms, and produces a set of specifications for tactic rules. The core technical contribution behind this stage is our definition of tactic specifications and the algorithm for mining them. We introduce the problem of specifying tactics next; show how our notion of execution plans addresses it; and present the FindSpecs algorithm for computing such plans from a given set of examples and axioms.

Specifying Tactics. To enable synthesis of useful rules, a tactic specification should satisfy two requirements: (1) it should describe a partial function from terms to terms, and (2) this function should capture a general problem-solving strategy that helps solve some problems in fewer steps than axioms alone. The first requirement arises from the semantics of the RuleSy DSL: since rule programs denote partial functions from terms to terms, synthesis would necessarily fail on specifications that capture non-functional relations.\(^2\) The second requirement ensures that no individual axiom denotes the specified function, and that the function is useful for solving problems in the target domain. Naïve specification approaches can easily satisfy one of these requirements but not both.

To see why, suppose that we specify the semantics of tactics using axiom sequences such as I o B, where I implements factoring (Figure 7a) and B implements constant folding (Figure 1a). Intuitively,
we would like this sequence to capture the meaning of the tactic IB (Figure 7b) for combining like terms, which applies both factoring and constant folding. Yet no interpretation of the sequence $I \circ B$ captures the meaning of IB while satisfying our requirements. If we interpret $I \circ B$ using the fire semantics as $\lambda t. \text{fire}(B, \text{fire}(I, t))$, the resulting specification is non-functional, violating the first requirement. For example, $I \circ B$ can fire on the term $(+\cdot(2\cdot x)\cdot(3\cdot x)\cdot(4\cdot y)\cdot(5\cdot y))$ in two different ways, thus mapping the input term to both $(+\cdot(5\cdot x)\cdot(4\cdot y)\cdot(5\cdot y))$ and $(+\cdot(9\cdot y)\cdot(2\cdot x)\cdot(3\cdot x))$. But if we interpret this sequence as the composition of the partial functions denoted by its axioms—i.e., as $\lambda t. [B]([I] t)$—the resulting specification is trivially empty, violating the second requirement. In particular, no term produced by $I$ is directly consumable by $B$. As a result, axiom sequences alone are insufficient to capture the behavior of useful tactics we would like to synthesize, such as combining like terms. The same is true for other naive forms of specification—e.g., input-output terms extracted from solutions to example problems.

```
; Factoring:
; (+(* c0 e)(* c1 e)...) → (+(* c0 c1 e)...)
(define I
  (Rule
    (Condition
      (Pattern
        (Term + (* _ _) (* _ _) etc)))
    (Constraint
      (Eq? (Ref 1 2) (Ref 2 2)))))
  (Action
    (Remove (Ref 1))
    (Replace (Ref 2 1)
      (Make + (Ref 1 1) (Ref 2 1))))))

; Combining like terms:
; (+(* c0 e)(* c1 e)...) → (+(* c e)...), c = c0 + c1
(define IB
  (Rule
    (Condition
      (Pattern
        (Term + (* (ConstTerm) _) (* (ConstTerm) _))
        (Eq? (Ref 1 2) (Ref 2 2))))
    (Constraint
      (Eq? (Ref 1 2) (Ref 2 2))))
  (Action
    (Remove (Ref 1))
    (Replace (Ref 2 1)
      (Apply + (Ref 1 1) (Ref 2 1))))))
```

(a) Axiom for term factoring. 
(b) Tactic for combining like terms.

Fig. 7. Combining like terms (IB) is a common algebra tactic that composes factoring (I) and constant folding (B in Figure 1a). Yet the axiom sequence $I \circ B$ does not capture its specification. Under the fire semantics, $I \circ B$ defines a non-functional relation, but composing the functions denoted by I and B yields the empty relation: i.e., $[[I] \circ [B]] = \emptyset$ according to the semantics in Figure 6.

Execution Plans. We address the challenge of specifying tactic rules with execution plans. An execution plan (Definition 4.2) is a partial function from terms to terms, encoded as a sequence of execution steps (Definition 4.1). An execution step combines a rule $R$ with a tree index $idx$ and a binding $\beta$ for $R$’s pattern. The step $(R, idx, \beta)$ uses the binding $\beta$, if it is valid for the subterm $\text{ref}(t, idx)$ of a term $t$, to evaluate the rule $R$. An execution step thus specifies where to apply a rule (i.e., to which subterm of a term) and how (i.e., to which permutation of the subterm), while an execution plan composes a sequence of such rule applications. For example, the plan $[[I, [1, 1], \beta_0], [B, [1, 1], \beta_0]]$, where $\beta_0$ denotes the identity binding, captures the behavior of the combine-like-terms rule on terms of the form $(+\cdot(\ast c_0 e)(\ast c_1 e)...)$. Moreover, firing a program that implements this plan (e.g., IB) captures the common understanding of what it means to combine like terms when solving algebra problems. In essence, execution plans satisfy our requirements for tactic specifications by accounting for the semantics of fire (which ensures usefulness and generality) while defining functional relations (which enables synthesis).

Definition 4.1 (Execution Step). An execution step $(R, idx, \beta)$ combines a rule program $R$ with a tree index $idx$ and a binding $\beta$ for $R$’s pattern. A step denotes a partial function from terms to
terms as follows: \[[R, \text{idx}, \beta]\] = \text{replace}(t, \text{idx}, [R]s^\beta)\) if \(s = \text{ref}(t, \text{idx})\), \(\beta \in B(\text{pattern}(R), s)\), and \([R]s^\beta \neq \bot\); otherwise, \([[R, \text{idx}, \beta]\] = \bot\).

**Definition 4.2 (Execution Plan).** An execution plan \(S\) is a finite sequence of execution steps \(\{[R_1, \text{idx}_1, \beta_1], \ldots, [R_n, \text{idx}_n, \beta_n]\}\). The plan \(S\) composes its steps as follows: \([S]t_0 = t_n\) if \([[R_i, \text{idx}_i, \beta_i]\] = \text{tgt} = t_1 \text{ and } t_i \neq \bot\) for all \(1 \leq i \leq n\); otherwise, \([S]t_0 = \bot\). The plan \(S\) is general if the step indices \(\text{idx}_1, \ldots, \text{idx}_n\) have the empty index \([]\) as their greatest common prefix.

**Computing Plans.** RuleSy mines execution plans from a set of example problems and axioms using the FindSpecs procedure shown in Figure 8. FindSpecs works in two phases. First, it uses the axioms to solve the example problems (line 3), producing a set of solution graphs (Definition 4.3) that encode all shortest solutions to a given problem. The Solve procedure (Appendix A) computes these graphs by performing breadth-first search to find all shortest sequences of the axioms that transform a given term to a reduced form, such as \((= x c)\) for the toy algebra domain. Having solved each problem, FindSpecs then computes an execution plan for every path between every pair of nodes in the problem’s solution graph (line 6). The resulting plans capture the behavior of all axiom compositions (i.e., tactics) that can shorten the solution to at least one example problem (Theorem 4.8).

1: function FindSpecs(T: set of terms, \(A\): set of well-formed programs)
2: \(S \leftarrow \{\}\)
3: for all \((N, E) \in \{\text{Solve}(t, A) \mid t \in T\}\) do
4: for all src, tgt \(\in N\) do
5: paths \(\leftarrow \text{allPaths}(A, \text{tgt}, (N, E))\) \(\triangleright ALL \text{ paths from src to tgt}\)
6: \(S \leftarrow S \cup \{\text{FindPlan}(p, \text{src}, \text{tgt}) \mid p \in \text{paths} \land |p| > 1\}\)
7: return \(S\) \(\triangleright \text{Execution plans for } T \text{ and } A\)

8: function FindPlan(p : \(n_0 \rightarrow R_1, n_1 \rightarrow R_2, \ldots \rightarrow R_k, n_k\))
9: \(S \leftarrow \text{an empty array of size } k\) with indices starting at 1
10: for all \(1 \leq i \leq k\) do
11: \(\text{idx}, \beta \leftarrow \text{firingParameters}(R_i, n_{i-1}, n_i)\)
12: \(S[i] \leftarrow ([R_i, \text{idx}, \beta])\)
13: root \(\leftarrow \text{greatestCommonPrefix}([\text{idx} \mid ([R_i, \text{idx}, \beta]) \in S])\)
14: for all \(1 \leq i \leq k\) do \(\triangleright \text{Drop the common prefix from all indices}\)
15: \((R_i, \text{idx}, \beta) \leftarrow S[i]\)
16: \(S[i] \leftarrow ([R_i, \text{dropPref}([\text{idx}, \text{root}], \beta])\)
17: return \(S\) \(\triangleright \text{A general execution plan for replaying } p\)

Fig. 8. FindSpecs takes as input a set of example problems \(T\) and axioms \(A\), and produces a set of plans \(S\) for composing the axioms into tactics. The Solve procedure takes as input a term \(t\) and a set of rules \(R\), and outputs a solution graph that encodes all shortest solutions to \(t\) using \(R\). The plans produced by FindSpecs thus capture all compositions of the axioms that would lead to shorter solutions to the example problems if expressed as tactic rules.

**Definition 4.3 (Solution Graph).** A directed multigraph \(G = (N, E)\) is a solution graph for a term \(t\), predicate REDUCED, and rules \(R\) if \(t \in N; E\) is a set of labeled edges \((\text{src}, \text{tgt})_R\) such that \(\text{src}, \text{tgt} \in N, R \in R\), and \(\text{tgt} \in \text{eq}(R, \text{src})\); \(G\) is acyclic; \(t\) is the only term in \(G\) with no incoming edges; \(G\) contains at least one sink term with no outgoing edges; and each sink term satisfies the REDUCED predicate.

FindSpecs computes execution plans using the FindPlan procedure. FindPlan takes as input a path \(p\) in a solution graph and produces a general execution plan (Definition 4.2) for replaying that path (Definition 4.4). Intuitively, each step in the resulting plan specifies the rule application that created an edge in the path \(p\) during solving, and the plan itself specifies the sequence of rule applications that form \(p\). In particular, given a path \(p\) from \(n_0\) to \(n_k\), FindPlan first creates a plan \(S\) that replays the path exactly: i.e., \([S]n_0 = n_k\). The loop at lines 10-12 iterates over every edge \((n_{i-1}, n_i)_R\) in \(p\) and creates an execution step for reproducing it. The function firingParameters (line 11) returns
the parameters used to fire the rule $R_i$ on $n_{i-1}$ to produce $n_i$. These include the index $idx$ of the subterm to which $R_i$ was applied, as well as the binding $\beta$ for permuting that subterm. The resulting execution step (line 12) thus reproduces the edge $\langle n_{i-1}, n_i \rangle_{R_i}; ([R_i, idx, \beta])n_{i-1} = n_i$. The second loop, at lines 13–16, generalizes $S$ to be more widely applicable, while still replaying the path $p$.

**Definition 4.4 (Replaying Paths).** Let $p = n_0 \rightarrow R_1, \ldots \rightarrow R_k n_k$ be a path in a solution graph, consisting of a sequence of $k$ edges labeled with rules $R_1, \ldots, R_k$. An execution plan $S$ replays the path $p$ if $S$ is a sequence of $k$ steps $\{\langle R_i, idx_1, \beta_1 \rangle, \ldots, \langle R_k, idx_k, \beta_k \rangle\}$, one for each edge in $p$, and there is an index $idx \in \text{refs}(n_0)$ such that $n_k = \text{replace}(n_0, idx, [5]\text{ref}(n_0, idx))$.

**Example 4.5.** To illustrate, consider applying $\text{FindPlan}$ to the path $\langle (+ x 1 -1) 5 \rangle \rightarrow_B \langle (+ 0 x) 5 \rangle \rightarrow_A \langle x 5 \rangle$ in Figure 2a. The $\text{Solve}$ procedure computes this path $p$ by firing

- • $B$ with $idx = [1], \beta_B = \{[] \mapsto [], [1] \mapsto [2], [2] \mapsto [3]\}$,
- • $A$ with $idx = [1], \beta_A = \{[1] \mapsto [1]\}$.

As a result, the loop at lines 10-12 executes twice to produce the plan $S = \{\langle B, idx, \beta_B \rangle, \langle A, idx, \beta_A \rangle\}$. The plan $S$ replays $p$ exactly: it describes a tactic for applying the axioms $B \circ A$ to a term whose first child has two opposite constants as its second and third children. The loop at lines 13-16 generalizes $S$ to produce the plan in Figure 2b. This plan replays $p$ but applies to any term with opposite constants as its second and third children.

**Characterization.** The $\text{FindSpecs}$ algorithm is sound and complete (Theorem 4.8) in the following sense. Each generated plan describes a set of term transformations that are allowed by the axioms, without allowing any other transformations. Moreover, the union of these sets includes every transformation that can help solve at least one input problem in fewer steps.

**Definition 4.6 (Soundness).** Let $f$ be a partial function from terms to terms. We say that $f$ is sound with respect to a set of rules $\mathcal{R}$ if for every term $t_0$, $f(t_0) = \bot$ or there is a finite sequence of terms $t_1, \ldots, t_k$ such that $f(t_0) = t_k$ and $\forall i \in \{1, \ldots, k\}. \exists R \in \mathcal{R}. t_i \in \text{fire}(R, t_{i-1})$.

**Definition 4.7 (Shortcuts).** A path $p$ is a shortcut path in a solution graph $G$ if $p$ contains more than one edge and $p$ is a subpath of a shortest path from $G$’s source to one of its sinks.

**Theorem 4.8.** Let $T$ be a set of terms, $\text{Reduced}$ a predicate over terms, and $A$ a set of rules. If every term in $T$ can be $\text{Reduced}$ using $A$, then $\text{FindSpecs}(T, A)$ terminates and produces a set $S$ of plan and term triples with the following properties: (1) for every $\langle S, src, tgt \rangle \in S$, $[S]$ is sound with respect to $A$, and (2) for every shortcut path $p$ from $src$ to $tgt$ in a solution graph for $t \in T$, $A$, and $\text{Reduced}$, there is a triple $\langle S, src, tgt \rangle \in S$ such that $S$ replays $p$.

### 4.2 Rule Synthesis

RULESY synthesizes tactics by searching for well-formed programs that satisfy specifications $\langle S, src, tgt \rangle$ produced by $\text{FindSpecs}$. This search is a form of syntax-guided synthesis [1]; it draws candidate programs from a given syntactic space, and uses an automatic verifier to check if a chosen candidate satisfies the specification. To enable sound, complete, and efficient synthesis, RULESY needs (1) an automatic verifier for its DSL, and (2) a method for pruning the candidate space without omitting any correct implementations. We address both challenges by reformulating the classic syntax-guided synthesis query to exploit the structure of well-formed rule programs and specifications produced by $\text{FindSpecs}$. This reformulated query, together with the algorithm for solving it, is the key technical contribution of the rule synthesis stage of our system. We illustrate the challenges of classic syntax-guided synthesis for rule programs next; show how our best-implements query addresses them; and present the $\text{FindRules}$ algorithm for sound, complete, and efficient solving of this query.
**Classic Synthesis for Rule Programs.** In our setting, the classic syntax-guided synthesis query takes the form $3R \forall t. \langle R \rangle t = \langle S \rangle t$, where $R$ is a well-formed program in the RuleSy DSL and $S$ is an execution plan. Existing tools [1, 34, 38] can, in principle, solve this query by searching for a correct $R$ in a space of candidate programs defined by a syntactic sketch $R$ (Definition 4.9), where $??_p$, $??_c$, and $??_a$ stand for holes to be filled with a pattern, constraint, and action expressions, respectively. But in practice, these generic search engines fail to find useful rules because the classic synthesis query is (1) overly strict and (2) insufficiently tractable in our setting.

The classic synthesis query represents an all-or-nothing approach to tactic generation: if there is no well-formed program that exhibits all behaviors specified by a plan $S$, then no rule is generated even when there are programs that implement desirable subsets of $S$. For example, consider the specification $\langle S, src, tgt \rangle$ where $S$ is $\langle \langle A, [1], \beta_0 \rangle, \langle A, [2], \beta_0 \rangle \rangle$, $src$ is $\langle (+ (0 x) (0 y)) \rangle$, $tgt$ is $\langle + x y \rangle$, $A$ is the additive identity axiom (Figure 1a), and $\beta_0$ is the identity binding. The plan $S$ specifies a general tactic for transforming a term of the form $\langle op (0 e_0) (0 e_1) \rangle$ to the term $\langle op e_0 e_1 \rangle$, where $op$ is any binary operator in our DSL. Such a tactic cannot be expressed as a well-formed program (Definition 3.6), since Term patterns cannot abstract over the operator, and using _ for the pattern makes it impossible to reference the first and second children of the matched term. But many useful specializations of this tactic are expressible, including the following generic rule for transforming $src$ to $tgt$:

$$\langle \text{Rule} \ (\text{Condition} \ (\text{Pattern} \ Term + \ (\text{Term} + \ (\text{ConstTerm} \ _) \ (\text{Term} + \ (\text{ConstTerm} \ _) \ )) \ ) \ ) \ (\text{Constraint} \ (\text{And} \ (\text{Eq?} \ (\text{Ref} \ 1 \ 1) \ 0) \ (\text{Eq?} \ (\text{Ref} \ 2 \ 1) \ 0))) \ ) \ (\text{Action} \ (\text{Replace} \ (\text{Ref} \ 1) \ (\text{Ref} \ 1 \ 2)) \ (\text{Replace} \ (\text{Ref} \ 2) \ (\text{Ref} \ 2 \ 2))) \ )$$

Since we aim to generate a large set of useful rules for domain model optimization, an ideal synthesis query for RuleSy would admit many such specialized yet widely applicable implementations of $S$.

In addition to being overly strict, the classic synthesis query also leads to intractable search spaces in our setting. The generic sketch for rule programs shown above defines a space of $O(2^{|p| \times 2^{|c|} \times 2^{|a|}})$ candidate programs, where $|p|$, $|c|$, and $|a|$ are the number of control bits used for selecting expressions (of some finite depth) from the pattern, constraint, and action grammars. For the candidate space to include realistic rules (e.g., Figure 11), these control parameters need to be sufficiently large, leading to exponential explosion. An ideal synthesis query for RuleSy would therefore enable the synthesizer to explore an exponentially smaller subset of the generic sketch, without missing any rules that satisfy the query.

**The Best-Implements Synthesis Query.** To address the challenges of classic synthesis, we reformulate the synthesis task for RuleSy as follows: given $\langle S, src, tgt \rangle$, find all rules $R$ that fire on $src$ to produce $tgt$, that are sound with respect to $S$, and that capture a locally maximal subset of the behaviors specified by $S$. We say that such rules best implement $S$ for $\langle src, tgt \rangle$ (Definition 4.9), and we search for them using the FindRules algorithm shown in Figure 9. Intuitively, FindRules generates rules that include as many transformations from $\langle S \rangle$ as possible (according to each rule’s pattern), while always including the transformation $\langle src, tgt \rangle$ that shortens the solution to at least one example problem. We present FindRules next, highlighting how the best-implements query enables both sound and complete verification of candidate programs as well as efficient exploration of the candidate space.

**Definition 4.9 (Best Implementation).** Let $S$ be an execution plan that replays a path from a term $src$ to a term $tgt$. A well-formed rule $R$ best implements $S$ for $\langle src, tgt \rangle$ if $tgt \in \text{fire}(R, src)$ and $\forall t. \langle \text{pattern}(R) \rangle t \implies \langle R \rangle t = \langle S \rangle t.$
Sound and Complete Verification. Verifying that a program $R$ best implements a plan $S$ involves checking that $R$ produces the same output as $S$ on all terms $t$ accepted by $R$’s pattern. The verification task is therefore to decide the validity of the formula $\forall t. [\text{pattern}(R)]t \implies [R]t = [S]t$. We do so by observing that this formula has a small model property when $R$ is well-formed (Definition 3.6): if the formula is valid on a carefully constructed finite set of terms $\mathbb{T}$, then it is valid on all terms. At a high level, $\mathbb{T}$ consists of terms that satisfy $R$’s pattern in a representational fashion. For example, $\mathbb{T} = \{x\}$ for the pattern $(\text{VarTerm})$ because all terms that satisfy $(\text{VarTerm})$ are isomorphic to the variable $x$ up to a renaming. Encoding the set $\mathbb{T}$ symbolically (rather than explicitly) enables FindRules to discharge its verification task efficiently with an off-the-shelf SMT solver [26].

Efficient Search. To accelerate the search for best implementations of a specification $(S, src, tgt)$, we observe that all replays a path from $src$ to $tgt$ given these inputs, it synthesizes all rule programs of size $k$ that best implement $S$ with respect to $src$ and $tgt$ (Definition 4.9).
Solve without having to invoke \( e \). Solve is crucial, since solution graphs for shortest optimization problem in a way that guarantees termination. In particular, our \( A \) function to find a subset of \( R \) solution graphs for \( \bar{R} \) that minimize the objective function \( f \). The ability to perform this check without invoking \( e \) is important, since breadth-first search would run forever trying to reduce the term \( t \) if one exists. Composing these properties with those of \( \text{FindSpecs} \) and \( \text{FindRules} \), and \( \text{Synthesizing Optimal Domain Models for Educational Applications} \) return \( \min_{R \subseteq A \cup T} f(R) \). The algorithm takes as input a set of terms \( T \), axioms \( A \) for reducing \( T \), macros \( T \) synthesized from \( A \) and \( T \) using \( \text{FindRules} \) and \( \text{FindSpecs} \), and an objective function \( f \). The output is a set of rules \( R \subseteq A \cup T \) that minimizes \( f \).

\[
\text{Fig. 10. Outline of the RuleSy optimization algorithm. The algorithm takes as input a set of terms } T, \text{ axioms } A \text{ for reducing } T, \text{ macros } T \text{ synthesized from } A \text{ and } T \text{ using } \text{FindRules} \text{ and } \text{FindSpecs}, \text{ and an objective function } f. \text{ The output is a set of rules } R \subseteq A \cup T \text{ that minimizes } f.
\]

\[
(\text{Term } o p_1 \ldots p_k) \subseteq (\text{Term } o q_1 \ldots q_k) \text{ if } p_i \subseteq q_i \text{ for all } i \in [1..k]; \text{ and } (\text{Term } o p_1 \ldots p_n) \subseteq (\text{Term } o q_1 \ldots q_k \text{ etc}) \text{ if } n \geq k \text{ and } p_i \subseteq q_i \text{ for all } i \in [1..k].
\]

Characterization. The FindRules algorithm is a sound and complete procedure for synthesizing rules of size \( \bar{k} \) that best implement a specification \( (S, src, tgt) \) (Theorem 4.11). Each rule returned by FindRules best implements \( S \) for \( (src, tgt) \), and the result set includes a sound rule \( R \) of size \( \bar{k} \) if one exists. Composing these properties with those of FindSpecs, we find that all rules produced by RuleSy are sound with respect to the input axioms, and each shortens the solution to at least one input problem (Theorem 4.12).

Theorem 4.11. Let \( S \) be an execution plan that replays a shortcut path from \( src \) to \( tgt \), and \( \bar{k} \) a bound on the size of rule programs. FindRules\((S, src, tgt, \bar{k}) \) returns a set of rules \( R \) with the following properties: (1) every \( R \in R \) best implements \( S \) for \( (src, tgt) \); (2) \( R \) includes a sound rule \( R \) of size \( \bar{k} \) if one exists; and (3) for every pattern \( p \) that refines or is refined by \( R \)'s pattern, \( R \) includes a sound rule with pattern \( p \) and size \( \bar{k} \) if one exists.

Theorem 4.12. Let \( T \) be a set of terms, \( A \) a set of rules that can \textit{Solve} each term in \( T \), and \( \bar{k} \) a bound on the size of rule programs. Let \( T = \bigcup_{(S, src, tgt) \in S} \text{FindRules}(S, src, tgt, \bar{k}) \) where \( S = \text{FindSpecs}(T, A) \). For every rule \( R \in R \), \( [R] \) is sound with respect to \( A \), and the longest path in \( \text{Solve}(t, A \cup \{R\}) \) is shorter than the longest path in \( \text{Solve}(t, A) \) for some term \( t \in T \).

4.3 Rule Set Optimization

After synthesizing tactic rules \( T \) for the examples \( T \) and axioms \( A \), RuleSy applies discrete optimization to find a subset of \( A \cup T \) that minimizes the objective function \( f \). We formulate this optimization problem in a way that guarantees termination. In particular, our \textit{Optimize} algorithm (Figure 10) returns a set of rules \( R \subseteq A \cup T \) that can solve each example in \( T \) and that minimize \( f \) over all shortest solution graphs for \( T \) and \( A \cup T \) (Theorem 4.13). Restricting the optimization to shortest solutions enables us to decide whether an arbitrary rule set \( R \subseteq A \cup T \) can solve an example \( t \in T \) without having to invoke \textit{Solve}(\( t, R \)). The ability to perform this check without invoking \textit{Solve} is crucial, since \textit{Solve}(\( t, R \)) may not terminate for an arbitrary term \( t \) and rule set \( R \) in our DSL.\(^4\)

\(^4\)To see why, note that breadth-first search would run forever trying to reduce the term \( (= x (+ 1 \, 2)) \) with just the rule \( e \to (+ 1 \, e) \).
The OPTIMIZE procedure works in three steps. First, for each example term \( t \in T \), lines 4-5 construct a solution graph \( \langle N, E_A \cup E_T \rangle \) that contains shortest solutions for \( t \) and all subsets of \( A \cup T \). Next, line 7 creates a function \( f_\emptyset \) that takes as input a set of rules \( R \) and a set of graphs \( G \), and produces \( \infty \) if \( G \) contains the empty graph (indicating that \( R \) cannot solve some term in \( T \)) and \( f(\emptyset, G) \) otherwise. Finally, line 8 searches for \( R \subseteq A \cup T \) that minimizes \( f(\emptyset, \{ \text{Solve}(t, R) \mid t \in T \}) \) over \( G_{A \cup T} \). This search relies on the procedure RESTRICT(\( G, R \)) to extract from \( G \) a solution graph for \( t \in T \) and \( R \) if one is included, or the empty graph otherwise. For linear objectives \( f \), the search can be delegated to an optimizing SMT solver [26]. For other objectives, we use a greedy algorithm to find a locally minimal solution (thus weakening the optimality guarantee in Theorem 4.13).

**Theorem 4.13.** Let \( T, A, \) and \( T \) be sets of terms and rules as defined in Theorem 4.12, and \( f \) a total function from sets of rules and solution graphs to positive real numbers. \( \text{OPTIMIZE}(T, A, T, f) \) returns a set of rules \( R \subseteq A \cup T \) that can \text{Solve} each term in \( T \), and for all such \( R' \subseteq A \cup T \), \( f(\emptyset, \{ \text{Solve}(t, R) \mid t \in T \}) \leq f(\emptyset, \{ \text{Solve}(t, R') \mid t \in T \}) \).

5 EVALUATION
To evaluate RULESY’s effectiveness at synthesizing domain models, we answer the following four research questions:

RQ 1. Can RULESY’s synthesis algorithm recover standard tactics from a textbook and discover new ones?
RQ 2. Can RULESY’s optimization algorithm recover textbook domain models and discover variants of those models that optimize different objectives?
RQ 3. Does RULESY significantly outperform RULESYNTH, a prior tool by Butler et al. [7]?
RQ 4. Can RULESY support different educational domains?

The first two questions assess the quality of RULESY’s output by comparing the synthesized tactics and domain models to a gold standard—a textbook [8] written by domain experts. The third question evaluates the performance of RULESY’s algorithms by comparison to an existing tool for synthesizing tactics and domain models. The fourth question assesses the generality of our approach.

Our evaluation takes the form of two case studies. We address the first three questions by applying RULESY to the domain of K-12 algebra. The algebra case study answers all questions positively and shows that RULESY is an order-of-magnitude more efficient than RULESYNTH [7], which is specialized to the domain of K-12 algebra. We address the fourth question by applying RULESY to the domain of semantic proofs for propositional logic. This case study demonstrates that RULESY extends to other domains.

### 5.1 Case Study with Algebra (RQ 1–3)

We assessed the quality of RULESY’s output and the performance of its algorithms by conducting three sets of experiments in the domain of K-12 algebra, designed to answer RQ 1-3. Each experiment was executed on an Intel 2nd generation i7 processor with 8 virtual threads. The system was limited to a synthesis timeout of 20 minutes per mined specification. The details and results of our experiments are presented in the remainder of this section.

<table>
<thead>
<tr>
<th>ID</th>
<th>Source</th>
<th># Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_R )</td>
<td>RULESYNTH [7]</td>
<td>55</td>
</tr>
<tr>
<td>( P_T )</td>
<td>Chapter 2, Sections 1-4 of Charles et al. [8]</td>
<td>92</td>
</tr>
</tbody>
</table>
Table 2. The axioms used for the algebra case study.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Additive Identity</td>
<td>$x + 0 \rightarrow x$</td>
</tr>
<tr>
<td>B</td>
<td>Adding Constants</td>
<td>$2 + 3 \rightarrow 5$</td>
</tr>
<tr>
<td>C</td>
<td>Multiplicative Identity</td>
<td>$1x \rightarrow x$</td>
</tr>
<tr>
<td>D</td>
<td>Multiplying by Zero</td>
<td>$0(x + 2) \rightarrow 0$</td>
</tr>
<tr>
<td>E</td>
<td>Multiplying Constants</td>
<td>$2 \times 3 \rightarrow 6$</td>
</tr>
<tr>
<td>F</td>
<td>Divisive Identity</td>
<td>$\frac{3}{2} \rightarrow x$</td>
</tr>
<tr>
<td>G</td>
<td>Canceling Fractions</td>
<td>$\frac{1}{2y} \rightarrow \frac{3}{2}$</td>
</tr>
<tr>
<td>H</td>
<td>Multiplying Fractions</td>
<td>$3 \left(\frac{2x}{3}\right) \rightarrow \frac{(2 \times 3)x}{2}$</td>
</tr>
<tr>
<td>I</td>
<td>Factoring</td>
<td>$3x + 4x \rightarrow (3 + 4)x$</td>
</tr>
<tr>
<td>J</td>
<td>Distribution</td>
<td>$(3 + 4)x \rightarrow 3x + 4x$</td>
</tr>
<tr>
<td>K</td>
<td>Expanding Terms</td>
<td>$x \rightarrow 1x$</td>
</tr>
<tr>
<td>L</td>
<td>Expanding Negatives</td>
<td>$-x \rightarrow -1x$</td>
</tr>
<tr>
<td>M</td>
<td>Adding to Both Sides</td>
<td>$x + -1 = 2 \rightarrow x + -1 + 1 = 2 + 1$</td>
</tr>
<tr>
<td>N</td>
<td>Dividing Both Sides</td>
<td>$3x = 2 \rightarrow 3x = \frac{2}{3}$</td>
</tr>
<tr>
<td>O</td>
<td>Multiplying Both Sides</td>
<td>$\frac{3}{4} = 2 \rightarrow 3 \left(\frac{4}{3}\right) = 2 + 3$</td>
</tr>
</tbody>
</table>

Quality of Synthesized Rules (RQ 1). To evaluate the quality of the rules synthesized by RuleSy, we apply the system to the examples ($P_T$ in Table 1) and axioms (Table 2) from a standard algebra textbook [8], and compare its output (607 tactics) to the tactics from the same textbook. Since the book demonstrates rules on examples rather than representing them explicitly, determining which rules are shown involves some amount of interpretation. For example, the book demonstrates the transformation of the term $5x + 2 - 2x = 2x + 14 - 2x$ to the term $3x + 2 = 14$ under the description “Simplify.” We interpret this as demonstrating two independent tactics, one for each side of the equation, rather than one tactic with unrelated subparts. The second column of Table 3 lists all the tactics presented in the book, and we find that RuleSy recovers each of them or a close variation.

In addition to recovering textbook tactics, RuleSy also finds interesting variations on rules commonly taught in algebra class. Figure 11 shows an example of such a rule, which isolates a variable from a negated fraction and an addend. This rule composes 9 axioms, demonstrating RuleSy’s ability to discover advanced new tactics.

Quality of Synthesized Domain Models (RQ 2). We next evaluate RuleSy’s ability to recover textbook domain models along with variations that optimize different objectives. An important part of creating domain models for educational tools (and curricula in general) is choosing the progression—the sequence in which different concepts (i.e., rules) should be learned. We use RuleSy to find a progression of optimal domain models for the problems ($P_T$ in Table 1) and axioms (Table 2) in Charles et al. [8], and we compare this progression to the one in the book.

We create a progression by producing a sequence of domain models for Sections 1–4 of Chapter 2 in Charles et al. [8]. Every successive model is constrained to be a superset of the previous model(s): students keep what they learned and use it in subsequent sections. To generate a domain model $D_n$ for section $n$, we apply RuleSy’s optimizer to the exercise problems from section $n$; the objective function in Figure 1d with $\alpha \in \{.05, .125, .25\}$; and all available rules (axioms and tactics), coupled with the constraint that $D_1 \cup \ldots \cup D_{n-1} \subseteq D_n$.

Table 3 shows the resulting progressions of optimal domain models for Charles et al. [8], along with the rules that are introduced in the corresponding sections. For each rule presented in a section, the corresponding optimal model for $\alpha = .05$ contains either the rule itself or a close variation. Increasing $\alpha$ leads to new domain models that emphasize rule set complexity over solution efficiency.
### Table 2

We use the same problems as the original evaluation of RuleSynth. This result demonstrates that RuleSynth synthesizes 13 rules synthesized by each system, which accounts for the time to mine specifications and synthesize rules for those tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sizing tactics; (4) synthesize a tactic for each resulting terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sizing tactics; (4) synthesize a tactic for each resulting pairs into sizing tactics; (4) synthesize a tactic for each resulting pairs into sizing tactics; (4) synthesize a tactic for each resulting terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sizing tactics; (4) synthesize a tactic for each resulting pairs into sizing tactics; (4) synthesize a tactic for each resulting terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sizing tactics; (4) synthesize a tactic for each resulting pairs into sizing tactics; (4) synthesize a tactic for each resulting terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sizing tactics; (4) synthesize a tactic for each resulting.

### This result demonstrates that RuleSynth can recover textbook domain models, as well as find new models that optimize different objectives.

### Table 3

A textbook [8] progression, along with optimal domain models found by RuleSynth for the corresponding exercise problems, using for 3 different settings of \( \alpha \) (Figure 1d). Row \( i \) shows the rules that the \( i \)th model adds to the preceding models.

<table>
<thead>
<tr>
<th>Section</th>
<th>Textbook Rules</th>
<th>ODM ( \alpha = 0.05 )</th>
<th>ODM ( \alpha = 0.125 )</th>
<th>ODM ( \alpha = 0.25 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-1</td>
<td>B, M, N, G, O, BA, HG</td>
<td>M, A, K, L, LNG, NG, OHG, IBD, MBA</td>
<td>NG, OHG, MBA</td>
<td>NG, OHG, MBA</td>
</tr>
<tr>
<td>2-2</td>
<td>LE</td>
<td>LE</td>
<td>LNG, LE</td>
<td>E, L</td>
</tr>
<tr>
<td>2-4</td>
<td>LEIBDA, LEIB</td>
<td>C, BD, LEIB, MLEI</td>
<td>M, C, BD, IBD, LEIB, MLEI</td>
<td>M, C, D, LEIB</td>
</tr>
</tbody>
</table>

**Comparison to Prior Work (RQ 3).** We compare the performance of RuleSynth to the prior system RuleSynth by applying both tools to the example problems \( P_R \) in Table 1 and the axioms in Table 2. We use the same problems as the original evaluation of RuleSynth because its algorithms encounter performance problems on the (larger) textbook problems \( P_T \). We instead compare to its original evaluated output. Given these inputs, RuleSynth synthesizes 144 tactics, which include the 13 rules synthesized by RuleSynth. Figure 13 graphs the number of rules per minute produced by each system, which accounts for the time to mine specifications and synthesize rules for those specifications. These results show that our system both learns more rules and does so at a faster rate.

RuleSynth outperforms RuleSynth thanks to the soundness and completeness of its specification mining and synthesis algorithms. RuleSynth employs a heuristic four-step procedure for synthesizing tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sets that are likely to be specifying the same tactics; and (4) synthesize a tactic for each resulting tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sets that are likely to be specifying the same tactics; and (4) synthesize a tactic for each resulting tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sets that are likely to be specifying the same tactics; and (4) synthesize a tactic for each resulting tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sets that are likely to be specifying the same tactics; and (4) synthesize a tactic for each resulting tactics: (1) use the axioms to solve the example problems; (2) extract pairs of input-output terms for all axiom sequences that appear in the solutions; (3) heuristically group those pairs into sets that are likely to be specifying the same tactics; and (4) synthesize a tactic for each resulting.

---

In particular, RuleSynth synthesizes 13 programs that are semantically equivalent to those found by RuleSynth.
set. This process is neither sound nor complete, so RULESYNTH can produce incorrect tactics and fail to identify tactic specifications found by RULESY.

![Graph](image1.png)

**Fig. 13.** The number of rules synthesized by RULESY (blue) and RULESYNTH (orange) over time on the same inputs. RULESY learns 10x more rules at a quicker rate.
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**Fig. 14.** Optimizer performance on design spaces derived from PR of various sizes, using the objective in Figure 1d with $\alpha = .125$.

To show that RULESY can efficiently explore spaces of rules to find optimal domain models, we compare its runtime performance to that of RULESYNTH. Since the two systems use different input languages, we manually transcribed the 13 tactics generated by RULESYNTH into our DSL. Given these tactics, the axioms in Table 2, and the examples $PR$, RULESYNTH finds an optimal rule set in 20 seconds (for the objective tradeoff parameter $\alpha = .4$), whereas RULESY takes 14 seconds. As the optimization is superlinear in the number of rules, we can expect this performance difference to magnified on larger rule sets. Figure 14 shows that RULESY’s optimization algorithm finds domain models quickly, even on much larger design spaces.

### 5.2 Case Study with Propositional Logic (RQ 4)

To evaluate the extensibility and generality of RULESY, we applied it to the domain of semantic proofs for elementary propositional logic theorems. Many students have trouble learning how to construct proofs [13], so custom educational tools could help by teaching a variety of proof strategies.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>Contradiction</td>
<td>If $I \models A$ and $I \not\models A$ then $I \models \bot$</td>
</tr>
<tr>
<td>q</td>
<td>Branch elimination</td>
<td>If $I \models \bot \mid A$ then $I \models A$</td>
</tr>
<tr>
<td>r</td>
<td>And 1</td>
<td>If $I \models A \land _ \mid I \models A$</td>
</tr>
<tr>
<td>s</td>
<td>And 2</td>
<td>If $I \not\models A \land B$ then $I \not\models A</td>
</tr>
<tr>
<td>t</td>
<td>Or 1</td>
<td>If $I \models A \lor B$ then $I \mid A</td>
</tr>
<tr>
<td>u</td>
<td>Or 2</td>
<td>If $I \not\models A \lor _ \mid I \not\models A$</td>
</tr>
<tr>
<td>v</td>
<td>Not 1</td>
<td>If $I \models \neg A$ then $I \not\models A$</td>
</tr>
<tr>
<td>w</td>
<td>Not 2</td>
<td>If $I \not\models \neg A$ then $I \models A$</td>
</tr>
<tr>
<td>x</td>
<td>Implication 1</td>
<td>If $I \models A \rightarrow B$, then $I \not\models A</td>
</tr>
<tr>
<td>y</td>
<td>Implication 2</td>
<td>If $I \not\models A \rightarrow B$, then $I \models A$</td>
</tr>
<tr>
<td>z</td>
<td>Implication 3</td>
<td>If $I \not\models A \rightarrow B$, then $I \not\models B$</td>
</tr>
</tbody>
</table>

To conduct this case study, we instantiated RULESY with a DSL for expressing semantic proofs. The DSL represents problem states as proof trees. Such a tree consists of a set of branches, each of which contains a set of facts that have been proven so far. The DSL encodes this proof structure with
commutative operators branch and known. The problem-solving task in this domain is to establish the validity of a propositional formula, such as \((p \land q) \rightarrow (p \rightarrow q)\), by assuming a falsifying interpretation and applying proof rules to arrive at a contradiction in every branch. Tactic rules apply multiple proof steps (i.e., axioms) at once. One of the paper’s authors took two days to implement this DSL.

We applied the propositional instantiation of RuleSy to the axioms (Table 4) and proof exercises (3 in total) from the textbook by Bradley and Manna [6]. The system synthesized a total of 85 rules in 72 minutes. The resulting design space includes interesting general proof rules for each of the exercises. For example, given the problem \((p \land (p \rightarrow q)) \rightarrow q\), RuleSy automatically mines and synthesizes the modus ponens tactic shown in Figure 12. These results show that RuleSy’s applicability and effectiveness extend beyond the domain of K-12 algebra.

6 RELATED WORK

Automated rule learning. Automated rule learning is a broad and well-studied problem in Artificial Intelligence and Machine Learning. RuleSy is most closely related to rule learning approaches in discrete planning domains, such as cognitive architectures [18]. In particular, RuleSy learns macro rules from basic axioms, which is similar to chunking in SOAR [17], knowledge compilation in ACT [4], and macro-learning from AI planning [16]. But unlike these systems, RuleSy relies on program synthesis over a DSL as its primary rule learning mechanism. This design choice enables our framework to efficiently learn rules for transforming problems represented as trees, and to express domain-specific objective criteria over rules and solutions.

Inductive logic programming in education. Within educational technology, researchers have investigated automating various aspects of development, including learning rules and domain models for intelligent tutors [15]. Previous efforts have focused on using inductive logic programming (ILP) to learn a set of rules from a small set of expert-provided solution traces [14, 21, 22, 25, 32]. These efforts assume that the provided solution traces fully specify the desired domain model. RuleSy, in contrast, uses a small set of axioms and example problems to synthesize a large and diverse set of sound tactic rules. These rules, together with the basic axioms, define a design space of domain models, which can be automatically searched for a rule set that optimizes a desired educational objective.

Program synthesis in education. Prior educational applications of program synthesis and automated search include problem and solution generation [2, 12], hint and feedback generation [19, 33, 37], and checking of student proofs [20]. RuleSy solves a different problem—that of generating condition-action rules and domain models. General approaches to programming-by-example [23, 30] have investigated the problem of learning useful programs from a small number of training examples. One approach [30] produces a set of programs for the same input-output examples and chooses the best program based on ranking criteria; another [23] takes as input a set of examples that demonstrate different functions, and employs a priori to learn a program for each set. RuleSy, in contrast, relies on axioms to define program correctness, and it uses examples to bias the search toward useful programs (i.e., tactic rules that shorten solutions).

Term rewrite systems. RuleSy helps automate the construction of rule-based domain models, which are closely related to term rewrite systems [10]. Our work can be seen as an approach for learning compound rewrite rules from axioms, and then selecting a cheapest rewrite system that terminates on a given finite set of terms. RuleSy terms are a special case of recursive data types, which have been extensively studied in the context of automated reasoning [5, 28, 35]. Our DSL is designed to support effective automated reasoning by reduction to the quantifier-free theory of bitvectors.
7 CONCLUSION
This paper presented RuleSy, a framework for computer-aided development of custom domain models for educational applications. RuleSy helps create optimal domain models that are expressed as condition-action rules. Given a set of example problems and axiom rules for solving them, RuleSy synthesizes a set of tactic rules that combine the axioms into more efficient problem-solving strategies. The resulting tactics, together with the input axioms, form a design space of domain models. RuleSy searches this space for a model that both solves the example problems and optimizes a desired educational objective. Thanks to its new algorithms for specification mining, rule synthesis, and domain model optimization, RuleSy efficiently recovers textbook tactics and models for K-12 algebra, discovers new ones, and generalizes to other domains. As the need for tools to support personalized education grows, RuleSy has the potential to help tool developers rapidly create a variety of custom domain models that target individual students’ educational goals, skills, and traits.

A APPENDIX

Solving. FindSpecs (Figure 8) uses the Solve procedure (below) to find all shortest sequences of the axioms \( R \) that transform a term \( t \) to a reduced term \( \hat{t} \). Solve finds these sequences by performing breadth-first search (lines 4–9). Each iteration of the search applies the rules \( R \) to the terms created in the previous iteration. The variable \( N \) stores the terms created so far; \( E \) stores the edges between those terms so that \( \langle \text{src}, \text{tgt} \rangle_R \in E \) if some iteration of the search uses the rule \( R \) to transform \( \text{src} \) to \( \text{tgt} \). If the search terminates, Solve constructs a solution graph (Definition 4.3) consisting of all shortest paths in \( \langle N, E \rangle \) from \( t \) to a reduced term \( \hat{t} \) (lines 10–13). This graph represents all shortest solutions to \( t \) that can be obtained using the rules \( R \).

```
1: function Solve(t: term, R: set of well-formed programs)
2: N ← {t}                           → Set of terms reachable from \( t \) via the rules in \( R \).
3: E ← {}                            → Edges from \( N \) to \( N \), labeled with rules from \( R \).
4: while (∃n ∈ N, ¬REDUCED(n)) do
5:   for all src ∈ (n ∈ N | ∀e ∈ E. n ≠ source(e)) do
6:     for all R ∈ R do
7:       for all tgt in fire(R, src) do
8:         N ← N ∪ {tgt}                  → Apply all rules to src
9:         E ← E ∪ {(src, tgt)}_R  → Edges from \( N \) to \( N \), labeled with rules from \( R \).
10:    paths ← \( \bigcup_{e: E} \text{allShortestPaths}(t, \hat{t}, \langle N, E \rangle) \)
11:    E ← \( \bigcup_{p \in \text{paths}} \text{pathEdges}(p) \) → Edges comprising the shortest paths
12:   N ← {t} ∪ \{n | \exists e ∈ E. source(e) = n ∨ target(e) = n\}
13:   return \( \langle N, E \rangle \) → Solution graph with all shortest solutions to \( t \) using \( R \).
```

**Lemma A.1.** If a term \( t \) can be transformed to a REDUCED form \( \hat{t} \) by applying the rules \( R \), then Solve \((t,R)\) terminates and returns a solution graph that represents all shortest solutions to \( t \) using \( R \).

**Proof.** Solve performs breadth-first exploration of the set of all terms reachable from \( t \) by applying the rules \( R \) (lines 4–9). This ensures that a reduced term \( \hat{t} \) will either be reached after the smallest number of rule applications, or the search diverges. If the search terminates, the multigraph \( \langle N, E \rangle \) contains all shortest sequences of rule applications that reduce \( t \) to \( \hat{t} \) at line 10. Lines 11–12 preserve these sequences, while eliminating all cycles from \( \langle N, E \rangle \) and ensuring that the reduced terms \( \hat{t} \) are the sole sinks in \( \langle N, E \rangle \). The graph returned at line 13 therefore satisfies the definition of a solution graph, completing the proof.

**Lemma A.2.** Given a path \( p \) in a solution graph, FindPlan produces a general execution plan \( S \) that replays \( p \).

**Proof.** The proof consists of three parts. First, we show that \( \langle [R_i, idx, \beta] \rangle \) \( n_{i-1} = n_i \) at line 12. Because \( \langle n_{i-1}, n_i \rangle_R \) is an edge in a solution graph, it follows from Definition 4.3 and the definition of fire (Figure 6) that line 11 is able to find an index \( idx \) and binding \( \beta \) such that \( n_i =
\begin{align*}
\text{replace}(n_{i-1}, \text{id}x, \text{[} R_i \text{]} \text{ref}(n_{i-1}, \text{id}x)^{\beta}). \text{ As a result, the conditions in Definition 4.1 are satisfied, so } \langle (R_i, \text{id}x, \beta) \rangle n_{i-1} = n_i. \text{ Next, by induction on } i \text{ and the definition of execution plans (Definition 4.2), we conclude that } \text{[} S \text{]} n_0 = n_k \text{ at line 13 and } S \text{ replays } p \text{ (Definition 4.4). Finally, observe that root holds the greatest common prefix of the step indices } idx_1, \ldots, idx_k \text{ for the steps in } S. \text{ Since the loop at lines 13–16 drops root from these indices, the plan } S \text{ at line 17 is general (by Definition 4.2), and } n_k = \text{replace}(n_0, \text{root}, \text{[} S \text{]} \text{ref}(n_0, \text{root})) \text{ so } S \text{ replays } p. \tag*{\Box}
\end{align*}

**Theorem 4.8.** Let \( T \) be a set of terms, \( \text{REDUCED} \) a predicate over terms, and \( \mathcal{A} \) a set of rules. If every term in \( T \) can be \( \text{REDUCED} \) using \( \mathcal{A} \), then \( \text{FINDSPECs}(T, \mathcal{A}) \) terminates and produces a set \( \mathcal{S} \) of plan and term triples with the following properties: (1) for every \( \langle S, \text{src}, \text{tgt} \rangle \in \mathcal{S} \), \( \text{[} S \text{]} \) is sound with respect to \( \mathcal{A} \), and (2) for every shortcut path \( p \) from \( \text{src} \) to \( \text{tgt} \) in a solution graph for \( t \in T \), \( \mathcal{A} \), and \( \text{REDUCED} \), there is a triple \( \langle S, \text{src}, \text{tgt} \rangle \in \mathcal{S} \) such that \( S \) replays \( p \).

**Proof.** Termination follows from Theorem A.1 and the fact that all loops in \( \text{FINDSPECs} \) and \( \text{FINDPLAN} \) iterate over finite structures. Soundness (1) follows from line 6 of \( \text{FINDSPECs} \), Theorem A.2, and Definitions 4.1, 4.2, and 4.6. Completeness (2) follows from lines 3–6, Lemmas A.1–A.2, and Definitions 4.4 and 4.7.

**Lemma A.3.** Let \( p \) be a pattern, \( S \) be a plan, and \( s, t \) be terms such that \( [p]s \) and \( t = [S]s \). Also let \( \langle \text{Rule} \ (\text{Condition} \ (\text{Pattern} \ p) \ (\text{Constraint} \ ?_c)) \ (\text{Action} \ \overline{\text{?}}_a) \rangle \) be a sketch with well-formed holes of size \( k \). If this sketch includes a rule that best implements \( S \) for \( \langle s, t \rangle \), \( \text{FINDRULE}(p, S, s, t, k) \) returns a singleton set containing such a rule; otherwise, it returns 0.

**Proof.** The proof consists of two parts. First, we show that the synthesis query for the sketch \( \mathcal{R}_\mathcal{C} \mathcal{A} = \langle \text{Rule} \ C \ A \rangle \) can be decomposed into two queries for the sketches \( C \) and \( A \), where \( C \) is \( \langle \text{Condition} \ (\text{Pattern} \ p) \ (\text{Constraint} \ ?_c) \rangle \) and \( A \) is \( \langle \text{Action} \ \overline{\text{?}}_a \rangle \). Then, we show that the CEGIS engine [38] invoked at lines 13–14 is sound and complete for these two queries. Hence, if \( \mathcal{R}_\mathcal{C} \mathcal{A} \) contains a rule that best implements \( S \) for \( \langle s, t \rangle \), it will be found (due to completeness); otherwise, \( \text{FINDRULE} \) returns the empty set (due to soundness).

**Decomposition.** To find a rule in \( \mathcal{R}_\mathcal{C} \mathcal{A} \) that satisfies Definition 4.9 for \( S, s, \) and \( t \), we pose the following synthesis query:

\[
\exists ?_c, \overline{\text{?}}_a \cdot t \in \text{fire}(\mathcal{R}_\mathcal{C} \mathcal{A}, s) \land \forall r. [p]r \implies [\mathcal{R}_\mathcal{C} \mathcal{A}]r = [S]r \tag{1}
\]

Using \([p]s\) and \( t = [S]s \), we can simplify Equation 1 to

\[
\exists ?_c, \overline{\text{?}}_a \cdot t = [\mathcal{R}_\mathcal{C} \mathcal{A}]s \land \forall r. [p]r \implies [\mathcal{R}_\mathcal{C} \mathcal{A}]r = [S]r \tag{2}
\]

By semantics of rule programs, \([\mathcal{R}_\mathcal{C} \mathcal{A}]r = [S]r\) is equivalent to

\[(\text{if } [C]r \text{ then } [A]r \text{ else } \bot) = [S]r\]  \tag{3}

Equation 3 expands into the following formulas:

\[
([C]r \implies ([A]r \neq \bot \land [A]r = [S]r) \land (\neg [C]r \implies [S]r = \bot)) \land \neg \vert [C]r \implies [S]r = \bot) \tag{4}
\]

\[
([C]r \implies ([S]r \neq \bot \land [A]r = [S]r) \land ([S]r \neq \bot \implies [C]r)) \tag{5}
\]

\[
([C]r \implies [A]r = [S]r) \land ([C]r \implies [S]r \neq \bot) \tag{6}
\]

\[
([S]r \neq \bot \implies [A]r = [S]r) \land ([C]r \implies [S]r \neq \bot) \tag{7}
\]

After substituting (7) into (2), rewriting \( t = [\mathcal{R}_\mathcal{C} \mathcal{A}]s \) into \([C]s \land t = [A]s \), letting \( T \) stand for \( \{t \mid [p]t\} \), and simplifying, we get

\[
\exists ?_c, \overline{\text{?}}_a \cdot [C]s \land t = [A]s \land \forall r \in T. ([S]r \neq \bot \implies [A]r = [S]r) \land \forall r \in T. ([C]r \iff [S]r \neq \bot) \tag{8}
\]
Since $\exists i_c$ occurs only in $C$ and $\exists i_a$ only in $A$, we can rewrite Equation 8 into the following separately solvable conjuncts:

\[(\exists i_c \cdot [C]{s} \land \forall t \in \mathbb{T}. [C] \tau \iff [S] \tau \neq \bot) \land (\exists i_a \cdot t = [A]{s} \land \forall t \in \mathbb{T}. [S] \tau \neq \bot \implies [A] \tau = [S] \tau)\]  

Equations 9–10

These are the formulas solved at lines 13–14 of FindRule.

**CEGIS.** FindRule uses an off-the-shelf CEGIS engine [38] to solve the synthesis queries at lines 13–14. This engine is sound and complete for finite (loop-free) programs and inputs. Since rule programs are finite by definition, it remains to be shown that the input space $\mathbb{T}$ can be finitized without loss of soundness or completeness. Assuming that RuleSy treats integers as $n$-bit signed values, denoted by $\mathbb{Z}_n$, we show that $\mathbb{T}$ can be replaced with a finite set $\mathbb{T}_0 \subseteq \mathbb{T}$ in Equations 9–10 without affecting their satisfiability.

**Case 1.** $p$ includes no _ or etc tokens. Let $v$ be the number of (VarTerm) and (BaseTerm) patterns in $p$, and $V$ be a set of $v$ fresh uninterpreted constants. Create a term $t_p$ by removing the token Term from all patterns in $p$, and replacing each remaining pattern in $t_p$ with a fresh symbolic name $x_{idx}$, where $idx$ is the index of $x_{idx}$ in $t_p$. Construct $\mathbb{T}_0$ by letting each $x_{idx}$ in $t_p$ range over $\mathbb{Z}_n$ if $\text{scope}(p, idx) = (\text{ConstTerm})$, $V$ if $\text{scope}(p, idx) = (\text{VarTerm})$, and $\mathbb{Z}_n \cup V$ if $\text{scope}(p, idx) = (\text{BaseTerm})$. By construction, for each term $t \in \mathbb{T}$, there is a term $t' \in \mathbb{T}_0$ that is isomorphic to $t$ up to a renaming of variables. Since rule programs can only refer to variables via references (not by name), replacing $\mathbb{T}$ with $\mathbb{T}_0$ is sound.

**Case 2.** $p$ may include _ but not etc. Let $c = (o \ i)$ be a complex term with an arbitrary operator $o$ from the domain and $i \in \mathbb{Z}_n$. Construct $\mathbb{T}_0$ as for Case 1, additionally letting $x_{idx}$ in $t_p$ range over $\mathbb{Z}_n \cup V \cup \{c\}$ if $\text{scope}(p, idx) = _$. This reduction is sound because a well-formed rule treats subterms matched by _ as opaque: the rule’s constraint can compare them for (in)equality, and the action can use them as atomic components (in Make).

**Case 3.** $p$ may include both _ and etc. Let $k$ be the number of occurrences of etc in $p$. Create a set $Q$ of $2^k$ patterns by either removing each etc from $p$ or replacing it with _. Construct $\mathbb{T}_0$ for each $q \in Q$ as for Case 2, and take the union of the resulting sets to be $\mathbb{T}_0$ for $p$. This construction is sound because well-formed rules cannot reference any subterms matched by etc. As a result, for each occurrence of etc, $\mathbb{T}_0$ only needs to include enough terms to distinguish between etc matching no subterms and one subterm.

**Theorem 4.11.** Let $S$ be an execution plan that replays a shortcut path from src to tgt, and $k$ a bound on the size of rule programs. FindRules$(S, src, tgt, \hat{k})$ returns a set of rules $\mathcal{R}$ with the following properties: (1) every $R \in \mathcal{R}$ best implements $S$ for $(src, tgt)$; (2) $\mathcal{R}$ includes a sound rule $R$ of size $\hat{k}$ if one exists; and (3) for every pattern $p$ that refines or is refined by $R$’s pattern, $\mathcal{R}$ includes a sound rule with pattern $p$ and size $\hat{k}$ if one exists.

**Proof.** Because $S$ replays a path from src to tgt in a solution graph (Definition 4.4), there is an index idx such that $tgt = \text{replace}(src, idx, [S]\text{ref}(src, idx))$. Due to acyclicity of solution graphs (Definition 4.3), $src \neq tgt$, and hence, idx is uniquely defined at line 2. As a result, all rules that best implement $S$ for $(s, t)$ at line 3 are the only rules that best implement $S$ for $(src, tgt)$. Line 4 defines $p_0$ to be the most refined pattern that matches $s$, so by Definition 4.10 and the semantics of patterns, $p_0$ refines the pattern of every rule applicable to $s$. Since there are finitely many such patterns (by Definition 4.10), termination, soundness (1), and completeness (2-3) follow from line 5 and Theorem A.3.

**Theorem 4.12.** Let $T$ be a set of terms, $A$ a set of rules that can Solve each term in $T$, and $k$ a bound on the size of rule programs. Let $\mathcal{T} = \bigcup_{(S, src, tgt) \in S} \text{FindRules}(S, src, tgt, \hat{k})$ where
\[ S = \text{FindSpecs}(T, \ A). \] For every rule \[ R \in T, \ \{ R \} \] is sound with respect to \( A \), and the longest path in \( \text{Solve}(t, A \cup \{ R \}) \) is shorter than the longest path in \( \text{Solve}(t, A) \) for some term \( t \in T \).

\[ \square \]

**Theorem 4.13.** Let \( T, A, \) and \( T \) be sets of terms and rules as defined in Theorem 4.12, and \( f \) a total function from sets of rules and solution graphs to positive real numbers. \( \text{Optimize}(T, A, T, f) \) returns a set of rules \( R \subseteq A \cup T \) that can \( \text{Solve} \) each term in \( T \), and for all such \( R' \subseteq A \cup T \), \( f(R, \{ \text{Solve}(t, R) \mid t \in T \}) \leq f(R', \{ \text{Solve}(t, R') \mid t \in T \}) \).

**Proof.** Let \( \mathbb{R} \) be the set of all sets \( \mathcal{R} \subseteq A \cup T \) such that \( \text{Solve}(t, \mathcal{R}) \) terminates for each \( t \in T \). By construction of \( T \) (Theorem 4.12), we can show that for every \( \mathcal{R} \in \mathbb{R} \), \( \text{Solve}(t, \mathcal{R}) \) produces a subgraph of the graph \( \langle N, E_A \cup E_T \rangle \) defined at lines 4–5. Hence, for each non-reduced term \( t \in T \), \( G_{A \cup T} \) contains a solution graph \( G \) consisting of \( \text{Solve}(t, \mathcal{R}) \) for all \( \mathcal{R} \in \mathbb{R} \). As a result, \( \text{Restrict}(G, \mathcal{R}) \) returns \( \text{Solve}(t, \mathcal{R}) \) if \( \mathcal{R} \in \mathbb{R} \) and the empty graph otherwise. By line 7, \( f_0(G, \mathcal{R}) \) is equal to \( f(R, \{ \text{Solve}(t, R) \mid t \in T \}) \) for \( \mathcal{R} \in \mathbb{R} \), and it is infinite otherwise. Consequently, the minimum operation at line 8 selects a cheapest set \( \mathcal{R} \in \mathbb{R} \). \( \square \)
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